February 1985

Valuing Changes in Hazardous Waste Risks:
A Contingent Valuation Analysis

Volume |
Draft Interim Report

EPA Cooperative Agreement No. CR-811075
The Benefits of Hazardous Waste Management
Regulations Using Contingent Valuation

Prepared for

Benefits Branch, Economic Analysis Division
U.S. Environmental Protection Agency

55! UO VC»/IL Washington, DC. 20460

George Provenzano, Project Officer

Prepared by

V. Kerry Smith

Senior Principal Investigator
Vanderbilt University
Nashville, Tennessee

William H. Desvousges

Principal Investigator

Research Triangle Institute

Research Triangle Park, North Carolina

A. Myrick Freeman, Il
Principal Investigator
Bowdoin College
Brunswick, Maine

RTI Project No. 41U-2699



PREFACE

The objective of this report is to provide a summary of the research com-
pleted during the first phase of U.S. Environmental Protection Agency (EPA)
Cooperative Agreement No. CR-811075-01, "The Benefits of Hazardous Waste
Management Regulations Using Contingent Valuation." )

When this Cooperative Agreement was initiated August 8, 1983, several
activities related to the research were already underway with other EPA fund-
ing. Chief among these was a project to use and evaluate focus groups in
developing contingent valuation survey questionnaires for valuing reductions
in the risk of exposure to hazardous wastes. With the initiation of complemen=-
tary research under the Cooperative Agreement, the scope of the focus group
analysis was expanded to meet the specific needs of the research under the
Cooperative Agreement. Thus, the report submitted in December 1984, The
Role of Focus Groups in Designing a Contingent Valuation Survey to Measure
the Benefits of Hazardous Waste Management Regulations, was a joint product
reflecting activities undertaken both under EPA Contract No. 68-01-6596 (Sub-
contract 700-C, Work Assignment No. C-011) and under the Cooperative Agree-
ment. A detailed summary of the focus group activities was also prepared for
more limited distribution under these two agreements.

This wvolume is the draft interim report for the Cooperative Agreement.
It summarizes the research activities during and the findings from Phase | of
the Agreement. Volume || is the appendix material to the report. In addition,
we have also provided a third volume to supplement this report. Volume I[I|
contains the 11 working papers prepared by various authors over the course
of the research with the support of the Cooperative Agreement. Some of these
articles will soon appear in print, but we have collected them here to ensure
easier access. While the findings of mpst of these working papers have been
integrated into this report, the papers sometimes provide more detailed treat-
ments or more extensive reviews of particular issues. However, due to budget
limitations, we have been able to prepare only a few copies of Volume III for
our EPA Project Officer. The reader who desires access to Volume I|ll is asked
to contact him.

In preparing this draft report which involved the complex interaction of
several authors and participants, it was often difficult to give all contributors
the opportunity to review the entire report. Consequently, to limit the liabil-
ity of specific individuals, we have prepared Table |, which describes the writ-
ing responsibilities for each chapter in this report. As the ones responsible
for the overall research, we are of course the most culpable. Table | lists
three categories of contribution--primary responsibility, contributor, and
assistance. Primary responsibility implies the individual responsible for com=-
pleting the first draft of the chapter, for assembling comments or proposed
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TABLE |. RESPONSIBILITIES FOR CHAPTERS OF DRAFT INTERIM REPORT
Chapter Primary responsibility Contributor Assistance
1 William H. Desvousges V. Kerry Smith
2 A. Myrick Freeman Il1I V. Kerry Smith,
William H. Desvousges
3 V. Kerry Smith
4 V. Kerry Smith A. Myrick Freeman III
5 V. Kerry Smith
6 A. Myrick Freeman III| V. Kerry Smith
7 William H. Desvousges V. Kerry Smith
8 William H. Desvousges Hall B. Ashmore,
Diane H. Brown,
V. Kerry Smith
9 William H. Desvousges V. Kerry Smith,
Bruce Jones
10 Hall B. Ashmore William H. Desvousges, Lu Lohr
V. Kerry Smith
11 William H. Desvousges V. Kerry Smith
12 William H. Desvousges V. Kerry Smith
13 V. Kerry Smith William H. Desvousges
14 V. Kerry Smith William H. Desvousges,
Matthew McGivney
15 V. Kerry Smith William H. Desvousges,
Lu Lohr
16 V. Kerry Smith




changes from other contributors, and for developing the draft provided in this
report. Contributor designates coauthor status achieved either through design
of the research or through involvement in key specific research activities.
Assistance implies that an individual provided key information, editorial sug-
gestions, and research assistance in the activities associated with a chapter.

With those chores behind us, we can now turn to our most important
task--that is, extolling the many who contributed to our research effort.
First, we would like to acknowledge the important role of our coauthor Rick
Freeman. Although Rick was primarily responsible for the conceptual analysis
of intrinsic benefits, he provided valuable comments throughout the research.
He also attended our interviewer debriefing sessions to heip us interpret the
information gained in these sessions.

We would also like to point out the valuable roles of a number of EPA
personnel in our research activities, including structuring the research objec-
tives, commenting on the questionnaire design, reacting to the proposed design
of the empirical analysis, and attending the interviewer debriefing sessions.
George Provenzano, the EPA Project Officer, performed all of these tasks and
put up with Kerry's grumblings over administrative details of the project.
Ann Fisher also contributed substantively to the effort through her initiation
and supervision of the focus group project and in commenting on all aspects
of the research activities undertaken under the Cooperative Agreement. Along
with our field interviewers, we especially appreciated Ann's participation in
our training session. Also helpful were several members of the Office of Solid
Waste. Dale Ruther provided important guidance at a crucial stage; Peggy
Podolak, formerly of the Office, improved the questionnaire in several key
areas; and Jim Craig has continued the liaison with the Office.

We were also fortunate to receive comments on the development of the
questionnaire from a large number of individuals. Table |l lists these brave
individuals, to whom we are grateful. We would like to note the contributions
of two individuals in particular: Robert Mitchell and Thomas Wallsten. Robert
provided two thorough reviews on short notice and helped us avoid several
potential problems. Tom helped in a number of ways. His thoughtful sugges-
tions and insights on questionnaire development and on the psychological litera-
ture on individual behavior under uncertainty were especially important to the
research design. In addition, he served as a member of the Research Advisory
Committee for the project and provided many helpful ideas as part of that
group as well.

The project was especially fortunate to have the guidance of an excellent
Advisory Committee who assisted us at several key stages of the research de-
sign (and who, ultimately, will be our toughest and most helpful reviewers of
this draft report). In alphabetical order, they are as follows:

Jerry Hausman, Massachusetts Institute of Technology
Robert Haveman, University of Wisconsin

Milton Weinstein, Harvard University

Thomas Wallsten, University of North Carolina at Chapel Hill
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The Advisory Committee provided detailed reviews of our proposed question-
naire and critical evaluations of our analysis plan for empirical analysis of the
survey data. Many of their comments sparked ideas that are discussed
throughout the report.

We would also like to thank David Harrison for his contribution. David
reviewed several drafts of the questionnaire and attended some of our focus
group sessions in Boston. Along with James Stock, David also gave us back-
ground and data for his property value analysis that enabled us to do our
comparative analysis in Chapter 15.

Several individuals at Vanderbilt played key support roles. It would not
have been possible for Kerry to complete his work without the continuous
assistance of John Mott and Wei-Wei Kao in helping him to learn and use a new
IBM computer facility introduced at Vanderbilt in September 1984. Long week-
ends and late nights by John at crucial times assured the project would have
the needed computer resources.

The day-to-day administration of the project, budget management, monthly
and quarterly reports, drafts of chapters, comments and plans, and all of the
correspondence from Vanderbilt would not have been possible without Sue
Piontek. Because Sue handled all of these aspects of the project so well,
Kerry was able to focus primarily on research administration. Steve Smartt
of the Office of Sponsored Research at Vanderbilt also contributed in a signifi-
cant way to ease these administrative burdens.

Several people at RTI| assisted us in conducting our research. The qual-
ity of the contingent wvaluation data is due in large part to Kirk Pate, RTI
Survey Specialist, who worked with us in every aspect of the focus group ses-
sions and in developing the questionnaire. In addition, he conducted the vid-
eotaped interviews, coauthored the interviewer training manual, developed the
overall survey plan, and conducted the interviewer training sessions. Kirk
also supervised the activities of all the interviewers and the assembly of the
questionnaires. Kirk was assisted in these tasks by Annette Born, who super-
vised the day-to-day activities in Boston along with helping in the pretest.

We are grateful to Matthew McGivney of RTI! who constructed the SAS
data set and helped perform the means and regression analysis reported in
Chapters 11 and 12 and the contingent ranking analysis reported in Chapter
14. Matt also helped transfer the data for Harrison's hedonic model to SAS
data sets. Glenn Jones of Vanderbilt University also helped in this second
task. David Toy of RTI assisted in the results presented in Chapters 11 and
12, and Lu Lohr of RTI helped by constructing the Census data needed for
the comparative analysis and by organizing the detailed background information
on the survey area.

While the preface to the focus group report identifies the roles that vari-
ous people played in those activities, we would like to add a few special com-
mendations in this report because of the importance of these activities. As
we noted earlier, Kirk Pate's efforts as our unflappable moderator were most
valuable. He always knew at the end of the sessions that we still needed a
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survey questionnaire. In addition, Diane Brown, formerly of RTI|, now work-
ing for the Power Plant Siting Commission of the State of Maryland, almost
singlehandledly summarized those sessions, helped organize them, and generally
provided good counsel on many issues. Ann Dunson, who has left RTI to start
her own business, helped organize most of our sessions. Finally, we would
like to thank the participants of the sessions who helped us begin to under-
stand how to deal with risk in a survey questionnaire.

We also appreciate both the continuous support and valued counsel of
Tayler Bingham, Head of RTI's Environmental Economics Department. While
Tayler often keeps himself in the background, his help is always highly val-
ued. :

Hall Ashmore, Publications Manager in RTI's Center for Economics Re-
search, is primarily responsible for the level of communication, consistency,
and overall form of this report--especially the visual aesthetics of our figures
and tables. Hall has helped to make every chapter more readable and to en-
sure that all the chapters work together in the overall report. We would also
like to thank Hall for his assistance in writing Chapters 8 and 10.

Last, but certainly not least, in our appreciation is Jan Shirley and her
staff of word processing specialists. In working with us over the past 3%
years, they have consistently turned the impossible into the possible. Each
time the scale and complexity of this effort increased, their response grew to
meet it. They continue to be a most valuable part of our research team.

In a project involving multiple locations and almost 2 years of activities,
we would have been scuttled without the help that these many individuals have
given us. Not only these individuals but their families have contributed by
their patience and support when faced with another long working weekend.
In this regard, our wives, Pauline and Shelley, and our children, Timothy,
Shelley, and Anne, have contributed dearly.

We can say without any reservations that we could not have reached this
point in our research without each and every one of you. Had any of the
links in this long and winding human chain failed, we would have been lost.
Thank you.

V. Kerry Smith
Nashville, Tennessee

William H. Desvousges
Research Triangle Park, North Carolina
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CHAPTER 1

ON VALUING REDUCTIONS IN HAZARDOUS WASTE RISKS

1.1 INTRODUCTION

This chapter introduces our draft interim report on using the contingent
valuation approach to measure the benefits of reducing hazardous waste risks.
This approach involves using survey techniques to elicit people's expressed
preferences, or intended behavior, to estimate the value of reducing these
risks.

The research described in this report was conducted in response to our
two main objectives:

% To develop a framework for using the contingent wvaluation

approach to measure the benefits to individuals from reductions
in hazardous waste risks.

To design a framework for comparing a hedonic property value
model* for benefit measurement with contingent valuation when
a risk change is the source of the benefits.

' To meet the first objective, our contingent valuation analysis explicitly
recognizes the difficulties posed by investigating individual behavior under un-
certainty. As a first step, we began our conceptual analysis. To complement
this effort, and before conducting the contingent valuation interviews, our re-
search activities focused on improving our understanding of the interview tech-
niques and questions that communicate concepts involving risk. These activities
involved using focus groups, a detailed pretest, and videotaped interviews

and progressively revising the questionnaire and vehicles used to explain risk.¥

*In this approach, values are indirectly inferred from the residential loca-
tion decisions of the household.

tGiven the scope of this effort, a separate report of these activities was
prepared with partial support from this cooperative agreement (see Desvousges
et al. [1984a,b] for a more complete summary of these activities). Chapter 8
in this report summarizes the process used to develop the questionnaire, but
should not be considered a complete description of these activities.
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Based on these efforts, we conducted a contingent valuation survey in the
Boston area during the Spring and early Summer of 1984. This report pre-
sents preliminary results from the empirical analysis of the valuation responses
elicited in these interviews.

To meet the second main objective, we also formed a joint effort with David
Harrison (then of Harvard University, now associated with Dun & Bradstreet)
to acquire information consistent with a hedonic property value analysis involv-
ing hazardous-waste-related risks that he was completing ‘with support from
the U.S. Environmental Protection Agency (EPA) under Cooperative Agreement
No. CR-809702-01. Harrison's independently developed hedonic model is the
indirect method for measuring the marginal value of risk changes to which we
compare our contingent valuation approach. Harrison's method also provides
some of the necessary information for using part of the contingent valuation
survey in comparing the two approaches. This report presents the preliminary
results from this comparison.

In addition to our two overall objectives, the research has many specific
objectives, which are identified and discussed in the chapters that follow.
Among these specific objectives are measuring both use and intrinsic values
for risk changes and examining the influence of the attributes of risk, risk
endpoints, and risk outcomes on individuals' values for risk reductions. Addi-
tionally, our research examines the importance of assigning different property
rights to risk levels. Finally, our research compares alternative question for-
mats for eliciting individuals' values of reductions in hazardous waste risks.

The report provides substantial support for using confingent valuation to
elicit values for reducing hazardous waste risks. The owverall quality of field-
work, the relatively low number of protest responses, the generaily high levels
of statistical significance of wvaluation response means, and the good perform-
ance of our "restrictive" models |lend credence to this conclusion. However,

the specific estimates must be regarded as very preliminary. Indeed, this

report is best viewed as structuring an agenda for future research activities
that either may yield more definitive estimates of the values for risk reductions
or suggest reasons that general conclusions on the nature of these values can-

not be drawn from the methods and information in our survey results.
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To introduce the report, the following sections provide an economic per-
spective for viewing regulatory policies involving hazardous wastes. Specific-
ally, Section 1.2 highlights the legislative mandates that suggest the importance
for hazardous waste environmental policies. Section 1.3 discusses the role 'of
benefit analysis for the regulatory policies resulting from that legislative man-
date. Section 1.4 describes the outcomes of these regulatory policies as reduc-
tions in the risk of exposure to hazardous wastes for households and the eco-
system. Section 1.5 provides a general economic framework for viewing a
household's decisions involving risk. Section 1.6 describes the more restric-
tive conceptual framework that underpins our contingent valuation analysis for
measuring the benefits of reducing hazardous waste risks. Section 1.7 pro-
vides a brief overview of the contingent valuation approach, which is one of
the primary focuses of our research activities. Section 1.8 presents an over-
view of our overall research design, including our research objectives and the

activities completed. Finally, Section 1.9 presents a guide to the report.
1.2 THE IMPORTANCE OF HAZARDOUS WASTE REGULATORY POLICY

Hazardous waste regulations constitute one of the decade's most pressing
environmental policymaking challenges. Local, State, regional, and several
Federal agencies are already participating in a regulatory process that will
ultimately encompass the generation, transportation, storage, and disposal of
hazardous wastes. Despite this wide range of activity, however, our primary
focus is on the most influential regulatory element--the hazardous waste regu-
latory actions of EPA.

Congress has mandated EPA's involvement by passing the Safe Drinking
Water Act of 1974, the Resource Conservation and Recovery Act (RCRA) of
1976, and the Comprehensive Environmental Response, Compensation and Lia-
bility Act (CERCLA) of 1980, also known as the "Superfund" Act. The Safe
Drinking Water Act provides for general protection against a variety of organic
and inorganic contaminants and also protects specific aquifers. RCRA contains
a wide range of regulatory mandates involving all facets of the hazardous waste
problem. The Superfund Act requires a comprehensive 'cleanup" of unregu-

lated, abandoned hazardous wastes dumps.
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The importance of EPA's role in hazardous waste policy has been directly
stated in the recent reauthorization of RCRA. |In the Hazardous and Solid
Waste Amendments of 1984, Congress has required EPA to take significant steps
to reduce the likelihood of exposures to hazardous wastes. For example, the
Congress has called for the prohibition of the land disposal of any hazardous
wastes where such disposal cannot be shown to be protective of human health
and the environment. |If implemented according to its narrowest interpretation,
this prohibition will impose costs on the society that could be in the billions
of dollars annually. Clearly, these legislative actiocns imply that EPA can be
expected to play a central role in future hazardous waste regulatory actions.

To identify substances whose transportation, treatment, storage, or dis-
posal might increase mortality or serious illness or pose a hazard to human
health or the environment, EPA has defined hazardous waste as any solid waste
that is ignitable, corrosive, reactive, or toxic. This definition currently in-
volves some 400 chemicals and 85 waste processes, but, as yet, the magnitude
of the hazards is uncertain.

An important, and often confusing, aspect of this definition is the differ-
ence between a hazardous substance and a hazardous waste. The two terms
are not synonymous even though they may involve the same substance, e.g.,
chromium. A hazardous substance becomes a hazardous waste only after it is
discarded or, in economic terms, becomes a residual of some production proc-
ess. Figure 1-1 shows the distribution of various types of wastes and the
number of generators from each waste type. Present estimates are that 85
percent of these wastes are from the manufacturing sector, with the chemical
and related processes, metal-related products, and electrical equipment indus-
tries accounting from the majority of the wastes generated (see Westat [1984]).
Thus, hazardous waste legislation and the resulting regulatory policies ulti-

mately affect sectors that are important components of the overall economy.
1.3 THE ROLE OF BENEFITS ANALYSIS FOR REGULATORY POLICY

In implementing some of the regulatory actions that stem from the Con-
gressional mandates, EPA will be subject to the provisions of Executive Order
12291. This order requires that agencies conduct regulatory impact analyses

of méjor regulations and of precedent-establishing regulations. Specifically,
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Figure 1-1. Number of establishments generating each major waste group.
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the Executive Order calls for a consideration of the benefits and cost of regu-
latory actions and their alternatives. The research described in this report
relates to the tasks associated with measuring the benefits of regulatory actions
that reduce the risk of exposure to hazardous wastes.

The principles of benefit-cost analysis provide only a guide for decision-
making, not a rule. They do not provide the final answer for the policymaker,
who must consider other issues such as the distribution of benefits and costs,
the impacts on small business, or the equity implications of policies that dif-
ferentially affect the risks experienced by different groups in the population.
(See Desvousges and Smith [1983] for an overview of benefits analysis.) How-
ever, identifying, classifying, clarifying, and, where feasible, monetizing the
likely outcomes of proposed regulatory actions significantly enhance the ability

of the policymaker to respond to the regulatory mandates of this legislation.
1.4 A CENTRAL THEME: THE ROLE OF RISK

If there is a central theme to the legislative mandates for regulating the
management of hazardous wastes disposal practices, it is one of risk. As for-
mer EPA administrator William Ruckelshaus stated, the problems involving risk
confront EPA with one of its most difficult challenges--a challenge that will
require improvements in EPA's decisionmaking process for risk issues (often
called risk management), in the scientific measurement of risk (similarly, called
risk assessment), and in the communication of risk-related issues to the public.
In turn, the scope of these challenges will require integrated research efforts
encompassing a variety of disciplines, ranging, for example, from engineering
and toxicology, which make technical measures and assessments of risk, to
psychology and economics, which predict and evaluate perceptions of and
behavioral responses to risk.

The concept of risk has multiple meanings. In some disciplines, it is syn-
onymous with the probability of some injury or health effect (e.g., cancer or
heart attack). In economics, it can imply the variability of investment out-
comes in formal models of economic decisionmaking under uncertainty. (See
Smith [1984a] for a discussion of these points.) This report uses the term
risk to imply the chance that a detrimental event will happen. (Chapter 2
.provides a comprehensive discussion of our definition of risk and compares it

with other frequently used definitions. )
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In this research, reductions in the risk of exposure to hazardous waste
play a fundamental role. We view these risk reductions as the primary policy
outcomes, or effects, of regulations on the management of hazardous wastes.
Our framework considers these risks from hazardous wastes as consisting of
two parts--an exposure risk and a conditional risk of dying if exposed to haz-
ardous wastes. This distinction is fundamental to our research design. More-
over, we have assumed that regulations affect only the risks of exposure and
not the conditional risk. Finally, our focus had been almost exclusively on
mortality as the outcome and not morbidity.*

To illustrate the role of reductions in hazardous waste risks in our re-
search, Figure 1-2 shows one example of linkages between a regulatory action,
its effects, and a household's behavioral responses. In this example, the
regulatory action changes the types of disposal practices that are allowed for
a hazardous waste. Specifically, the action might eliminate land disposal as
an alternative for liquid wastes containing cadmium. The action changes the
risk of contamination by cadmium for the affected environmental media--e.g.,
groundwater and surface water. By lowering the risk of contamination for
groundwater and surface water, the ecological habitats that are affected by
these media--e.g., plants, fish, and wildlife that live in an ecosystem near a
recharge zone for an aquifer--experience a lower risk of exposure to cadmium.
Equally important, households are affected by a lowered risk of exposure
through the drinking water or some other pathway. In evaluating the prospec-
tive welfare gains from such policies, the task of a benefits assessment is to
measure the value that the household places on the risk changes as a result
of the regulatory action.

The processes underlying these linkages are considerably more complex
than we have described. The extent of this complexity is not fully known as
there is an inadequate understanding of the technical, environmental, and

behavioral processes that are at work. Nevertheless, such an outline does

*We recognize that changes in morbidity risks also may be very important
effects from hazardous waste regulations, but found it necessary to narrow
the emphasis to mortality to make the scope of the research more manageable.
If our approach proves to be useful for valuing changes in mortality risks,
the morbidity component could be added in future research efforts.
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Figure 1-2. Effects and responses to a hazardous waste regulatory action.
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enable us to develop a general basis for describing the effects of regulatory
actions as changes in risks.

In contrast, much of the research in areas involving risk has concentrated
on the outcomes--e.g., cancer cases avoided, reductions in restricted activity
days. This focus on outcomes is essentially an ex post view of the benefits
of reducing risks. As developed in Chapter 4, our conceptual analysis sug-
gests that differences in these valuation perspectives--this ex post approach
versus an ex ante perspective--can result in substantial differences in values
placed on changes in risk.

1.5 RISKS AND HOUSEHOLD DECISIONS

Individuals make decisions invelving risk every day. For example, these
decisions may involve planning purchases for durable goods--such as an auto-
mobile--with limited knowledge of their future income and use patterns for the
goods planned for purchase. In addition, the implicit value of the automobile
can be affected by circumstances and actions that are within the household's
control as well as those that are not. A dramatic increase in the price of oil,
as occurred twice in the 1970s, can change the relative values of large versus
small automobiles. Such changes are outside the household's control; thus,
uncertainty over the price of gasoline affects household choices both in the
purchase decision (as a yes/no choice) and in the type of vehicle selected.
Other choices of the household--such as residential location--can also be im-
portant to the value of the sevices provided. Economic models of these deci-
sions routinely assume that individuals acquire information and formulate plans
based on that information.

A household's opportunities for adjusting to uncertainty affect its planned
behavior. For example, paying a higher price for a fuel-efficient car is one

way to provide for the present cost and the uncertain future costs of using

the automobile (i.e., the price of gasoline). Maintenance contracts that protect
against the car's failing are another. The first adjustment cpportunity is an
example in which a single payment--i.e., the premium in price for the vehicle--
is paid regardless of the future price of gasoline. The second case is an ex-
ample of differential payments. That is, the household purchases the mainte-
nance contract at a price that constitutes the full cost if the automobile does

not experience problems. However, with failures in performance covered in
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the contract, the costs of repair--and hence the actual cost of the contract--
are subsidized. This latter adjustment is the basic nature of insurance. It
is a claim to a level of wealth that is tied to a particular outcome that may or
may not occur. Thus, the presence of a market for contingent claims, or in-
surance, provides one way for a household to adjust to the presence of uncer-
tainty. Our conceptual analysis developed in Part | suggests that opportunities
for adjusting to risk will affect the household's values for a risk reduction.

Clearly, modeling household decisions involving risk is a complex task.
In this report we have not developed a comprehensive framework for modeling
all such household decisions. Nonetheless, it is possible to describe the ele-
ments of a simplified view of how such a framework ultimately might be struc-
tured. Figure 1-3 is an example of how one might view the households' deci-
sions regarding risk. At the center of the framework is the household, which
is exogenously faced with some risk of dying in a given year by virtue of its
genetic endowment. [t also experiences risks through its occupational choices,
the location of its residence, and its purchases and use of goods and services.
Each of these boxes has two arrows indicating that these hazards can be volun-
tarily accepted, to the extent there is sufficient information to perceive them.
In addition, there is another set of sources for risk that are imposed on the
household by other factors--the actions of other individuals or firms, policies
of any level of government, or nature itself. These are in some respects sim-
ilar to genetic risks in that the household usually has no basis for direct con-
trol of them. We have designated these risks with single arrows to suggest
that, for the most part, they are involuntary. This does not imply the house-
hold cannot take action to avoid them or mitigate their impacts; rather, it im-
plies there are few (if any) perceived mechanisms for the household to change
them directly.

The risk of exposure to hazardous wastes can be experienced as both a
voluntary and an involuntary risk.*¥ However, these risks are generally
thought to be involuntary and experienced through the location of the house-

hold's residence, which includes its environmental conditions and drinking

*The information about the risk can also be a determinant of whether it
is a voluntary or involuntary risk.
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water.* Residents in Seymour, Indiana, who lived quite close to the aban-
doned Seymour recycling site were exposed to a variety of wastes through air,
groundwater, and surface water media. While this Superfund site is likely an
extreme example, it does suggest the types of exposures that could occur as
a result of residential location.

Many of the features of this household decision framework are poorly un-
derstood. For example, most measures of risk aversion are defined without
regard to the attributes of the risk. Equally important, models of household
behavior only recently have moved beyond partial equilibrium models to de-
scribe how the household adjusts to environmental amenities (see Roback
[1982], Bartik and Smith [forthcoming] and Hoehn, Berger, and Blomguist
[1984]). In addition, psychologists also have pointed out the difficulty that
people experience in processing information involving risk (see Kahneman [1984]
and Tversky and Kahneman [1982]). Nevertheless, our multiple source ap-
proach provides a general view of hazardous waste risks as a part of a larger
picture. This view seems consistent with a number of analysts who use it to
explain the greater current concerns for risk when the apparent overall risks
to individual well-being are lower than anytime in the past. (See Douglas and
Wildavsky [1983].)

1.6 HAZARDOUS WASTE RISK: OUR FRAMEWORK

To begin developing a framework for viewing hazardous waste risks, our
conceptual analysis uses the conventional expected utility framework as a
starting point. (Part |l presents this analysis.) Originally introduced by
Von Neumann and Morgenstern [1947], expected utility implicitly assumes that
the household can quantify the probabilities associated with the uncertain
events it faces. In accordance with certain basic axioms, the household plans
its decisions to maximize the weighted average of the values of the conse-
quences, or its expected utility.

Researchers have raised a number of questions concerning the plausibility

of this model as a framework for describing and predicting behavior under

*One example of an occupational exposure was provided by a participant
in one of our pre-survey focus group discussions who felt that he had been
exposed as a member of a state highway department road crew cleaning up
polychlorinated byphenols (PCBs) that had been discarded along the roadside.
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uncertainty (see Schoemaker [1982]). Our conceptual analysis suggests that
amending the framework to allow the household's utility to depend on the state
of the world that actually occurs may explain some of the inconsistencies that
have been found in previous research.* For example, under this view, an
individual's utility function will differ depending on whether or not exposure
to hazardous wastes occurs.

An important implication of our conceptual analysis is that the appropriate
basis for wvaluing reductions in the risks of exposure to hazardous wastes de-
pends upon the opportunities available to the individual for adjusting to risk.
Under certain circumstances, this measure of value will be the option price,
or constant payment irrespective of the outcome at risk, for the specified
change in the likelihood of the detrimental event.

/Our‘ research design also recognizes that not all risks are the same. The
literature in psychology and, to a lesser extent, in economics has begun the
process of distinguishing types of risks. With this identification of types
comes a corresponding need to identify how they are different--in effect, to
enumerate their attributes. Although our conceptual analysis does not expli-
citly include the attributes of risk in its description of household behavior,
the design for our empirical analysis provides preliminary information on how

some of these risk attributes might affect households' valuation responses.
1.7 CONTINGENT VALUATION: A BRIEF OVERVIEW

Contingent valuation is the use of survey methods to elicit individuals'
values for improvements in environmental quality, such as reductions in haz-
ardous waste risks. These values are elicited for specific hypothetical changes
in environmental quality that are described in the survey questionnaire. The
use of surveys to elicit behavioral information is widespread in psychology,
sociology, and market research, and use of the contingent valuation approach
to value improvements in environmental quality has generated a decade of
experimental and field research. .Even in this relatively short period, how-
ever, the approach has grown more sophisticated, improving how it defines

*The terms household and individual are used interchangeably throughout
this report. It is possible to develop models demonstrating that households
as collections of individuals behave as if guided by a single utility maximizing
economic agent. See Becker [1981] for examples and further citations.



the objectives of the survey, how it structures, orders, and asks the ques-
tions to elicit respondent valuations, and how it chooses appropriate samples
of respondents. Of course, the cornerstone of contingent valuation is the sur-
vey questionnaire, which must

. "Frame" the commodity--i.e., describe believable and under-

standable terms in the regulatory effects that the respondent
must have.

. Establish a "market" context for the commodity that effectively
describes the conditions under which it must be valued.

. Effectively elicit respondent values for the commodity.

The need for considering the contingent valuation approach for valuing
hazardous waste risk changes stems from the lack of any organized market in
which the changes would be valued. |In the absence of markets, economists
have used other approaches besides contingent valuation. Presently, we are
unsure of their relevance for valuing hazardous waste risk changes. For ex-
ample, the travel cost approach using the implicit price that people are willing
to pay to visit a recreation site may not be appropriate because few recreation
sites are likely to be affected by hazardous wastes. In addition, the early
results with the property value studies seem to have too much noise to deter-
mine the effects of hazardous waste risks on property values. Thus, asking
people directly in a survey may offer the only alternative.

The central question facing our research is '"Can contingent valuation be
used to value reductions in hazardous waste risks?" A long and formidable
list of reasons has been given as to why contingent valuation cannot provide
accurate estimates of values. From the psychologist, the reasons that contin-
gent valuation cannot be used include the following:

» People's values for commodities like hazardous waste risks are
labile or poorly formed (Slovic, Fischhoff, and Lichtenstein
[1982])

. People's preferences will be very sensitive to how questions to

elicit values are framed (Tversky and Kahneman [1981])

’ People will be unable to process information regarding low prob-
ability events.
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The economist's list includes the psychologist's concerns and adds the follow-
ing:
5 People will be unable to comprehend the commodity to be valued

because it has no market equivalent (Cummings, Brookshire,
and Schulze [1984])

* People will give unreliable answers because the questions are
hypothetical (Bishop and Heberlein [1984])

. People will give a response based on attitudes and not behavior
(Bishop and Heberlein [1984])

% People are not familiar with the range of their preferences that

involve hazardous waste risks (Freeman [1984b])

These are important concerns. This report attempts to provide the infor-
mation necessary to address a large number of them. However, in most cases,
there is no unambiguous standard that can be used. Rather, the reader must
weigh the information provided and decide whether or not contingent valuation
can be used to measure the benefits of reducing hazardous waste risks.

We suggest that the economists and psychologists are basically saying
the same things but are using a different vocabulary. The crux of the matter
is effectively framing the commodity. In this regard, we have adapted several
techniques from psychological and market research--e.g., focus groups, video-
taped interviews, and extensive pretests--to evaluate the effects of different
frames on respondents and to develop our final questionnaire. This detailed
report is our way of letting the reader judge for himself about the overall suc-
cess of our efforts.

In view of the number and types of issues concerning contingent valua-
tion, some perspective on the approach may be helpful in trying to evaluate
it. Important considerations include the following:

Contingent valuation elicits responses directly from people--fre-
quently a random sample chosen from some population. C_on—
tingent wvaluation allows the researcher--through the question-

naire--to elicit information both on values and on the reasons
for the values provided.

* Contingent valuation offers the opportunity to tailor questions
to the issue at hand. It also has the ability to structure an
experimental design for testing specific concerns that may be
relevant to a valuation estimate.



Contingent valuation research can exert control over the sam-
pling and survey procedures used to collect data and thereby
provide information designed for the task at hand.

Contingent valuation can yield insights into people's ability to

perform tasks that implicitly are required of them by the indi-

rect or market based approaches.
These attributes strongly suggest it may be useful in understanding people's
preferences for changes in hazardous waste risks. And while the specific esti-
mates in this report are preliminary for many reasons, we have concluded that
the overall prospects for using contingent valuation to value risk changes is
quite good--good not only in terms of the response rates, the rates of people
rejecting the commodity, and the estimated mean valuations that are consistent-
ly significant, but also in terms of the performance of our more in-depth
regression analysis using the restrictive models and the plausibility of the con-
tingent ranking analysis. The reference operating conditions for the accuracy
of contingent valuation developed in Cummings, Brookshire, and Schulze [1984]
would have led us to expect a less optimistic prognosis. At this stage, a num-
ber of issues will require further investigation to understand their full implica-
tions. Nevertheless, in our judgment--and it is only that--contingent valuation
can yield meaningful economic information. Ultimately, the reader will have to
draw his own conclusion based on his interpretation of the information provided
in this report.

1.8 RESEARCH OVERVIEW

Our primary objectives, which relate to the task of valuing risk changes,
have provided the main guideposts for our research. Figure 1-4 presents an
overview of our research to attain these objectives. Both our objectives and
the subsequent activities follow directly from our assumption that risk changes
are delivered by regulatory actions involving hazardous wastes.

As shown in Figure 1-4, the types of values to be measured are important
to these research objectives. Our research considers two types of values:

Use values, which accrue to households as a reduction in their

risk of exposure and possible premature death from hazardous
wastes

. Intrinsic values, which accrue to households from knowing that
the risk of exposure to hazardous wastes has been reduced for
plants, wildlife, and animals.
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Our research provides a conceptual framework for measuring both of these
types of values, and our contingent valuation survey contains questions to
elicit both. However, only the use values are relevant to our comparison ob-
jéctive because the hedonic property value model is capable of measuring only
use values that would correspond to reductions in hazardous waste risks.

As also shown in Figure 1-4, two important research issues stem from
our study objectives:

How should the contingent commodity--hazardous waste risk
reductions--be framed?

How can the available approaches for valuing risk reductions

be linked?
To shed some light on these two research issues, we undertook several re-
search activities shown in the large box in the middle of Figure 1-4, including
the early phase of our conceptual analysis and the efforts to understand how
people would respond to a contingent valuation questionnaire involving hazard-
ous waste risks.

An early but important research activity was the series of focus group
sessions--and other subsequent questionnaire development activities--that led
to the formulation of our final research design. The key features of this de-
sign include the following:

S A risk ladder to elicit risk perception information prior to the
framing of the contingent commodity

. The separation of risks experienced by individuals into an ex-
posure risk and the conditional risk of death given exposure
as well as the use of three risk circles to describe the exposure
and conditional risks and their effect on the joint probability
as part of the framing of the commodity

The use of direct question and contingent ranking question for-
mats to elicit the values for risk reductions

The introduction of an experimental design to test for the effect
of risk levels and property rights for valuation responses

The use of alternative framing to evaluate the influence of dif-
ferent risk outcomes--e.g., how death might occur and a risk
of severe birth defects

. The use of two alternative methods for linking risk and dis-
tance to a hazardous waste facility.
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These activities led to a final survey questionnaire that was administered
by a staff of interviewers to a stratified random sample of 953 households in
suburban Boston that resulted in 609 completed interviews. Almost 87 percent
of enumerated households completed the interviews. Only 3 interviews out of
the 612 were broken off after initiation.

With these data, and the model and results acquired for the property val-
ue analysis, we have initiated the preliminary empirical analysis that is pre-
sented in Part ||l of this report. The activities included the -following:

4 Examination of protest responses
An analysis of mean option price responses
Multivariate analysis of the option price responses

% Estimation of contingent ranking models and a preliminary com-
parison with the direct question responses

: Development of a framework for comparing contingent valuation
and hedonic models including an initial comparison.
These findings are all preliminary because of a substantial number of issues
that are not included in this report due to time and resource constraints.
Table 1-1 summarizes the type of issues that were considered in the empirical
analysis and shows the location of each in the report.

1.9 GUIDE TO THE REPORT

For the reader's convenience, this draft interim report is divided into
three parts. These three parts and the chapters they encompass are as fol-
lows:

. Part | -- A Conceptual Framework for Measuring the Bene-
fits of Reducing Hazardous Waste Risks

Chapter 2 -- The Nature of Benefits Analysis in Hazardous
Waste Management

Chapter 3 -- Modeling Behavior Under Uncertainty: A
Heuristic Review

Chapter 4 -- The Role of the Ex Ante and Ex Post Perspec-
tives in Measuring Welfare Changes Under
Uncertainty

Chapter 5 == A Conceptual Framework for Valuing Risk
Reductions
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TABLE 1-1. SUMMARY OF THE OBJECTIVES AND STRUCTURE OF THE RESEARCH
Direction of
Objective Type of risk Concept of value risk change Measurement method Experimental design Results
Valuation of Exposure to Ex ante value Decreases and Direct question for Exposure risk and Chapter 11
risk changes hazardous to individual increases. hypothetical situation. conditional probability Chapter 12
wasles Contingent ranking Exposure risk and payment Chapter 13
for hypothetical cases v Chapter 14
Existence value Decreases only Direct question
Influence of Exposure Ex ante value Decreases and Report on actual condi- Representative sample Chapter 11
personal char- to hazard- increases tions and attitudes of households in sub- Chapter 12
acteristics for ous waste urban Boston (with Chapter 13
risk valuation oversampling of Acton)
Job risk
Comparative Exposure Ex ante value Decreases Direct question for i Chapter 15
evaluation of to hazard- hypothetical question and
methods ous waste hedonic property value.
Job risk Ex ante value Increases Direct question for e ‘Not in
hypothetical question and Phase 1
hedonic wage model. report
Evaluation of Fatal accident Ex ante value Increases only Direct question for e Not in
attributes of on the job to individual hypothetical cases. Phase |
risk report
Information Exposure to B i Femi Direct question of ~=s Chapter 10
on wastes hazardous " individuals and
wastes review of newspapers
Perception Fatality due i e Direct question of Different types of risk Chapter 10
of risk to auto acci- perceptions.

dent, heart
disease, air
pollution,
hazardous
waste

On-the-job
risk of death

Not in Phase |
report

Role of avert-
ing cost or
alleviating
activities on
risk wvaluation

Exposure to
hazardous
wasle

Ex ante value
to individual

Report on household's
actual activities.

Representative sample
of households in

suburban Boston (with
oversampling of Acton)

Not in
Phase |
report




Chapter 6 -- Ecological and Intrinsic Values Under
Uncertainty

Part Il == Research Design, Questionnaire Development, and
the Survey
Chapter 7 -- Research Design: The Transition from Theory
to Practice
Chapter 8 -- Survey Questionnaire Development
Chapter 9 -- Sampling Plan and Survey Procedures
Chapter 10 -- Profile: The Survey Area and I|ts Population
- Part Il == Preliminary Empirical Analysis
Chapter 11 -- Option Price Results: The Framing of the

Commodity and an Analysis of Means

Chapter 12 -- Option Price Results: Preliminary Regression
Analyses Using Unrestricted Models

Chapter 13 -- Valuation Estimates for Risk Reductions:
Using Restricted Models

Chapter 14 -- The Use of Contingent Ranking Models to
Value Exposure Risk Reductions: Preliminary
Results

Chapter 15 -- A Comparison of Contingent Valuation and

Hedcnic Property Value Models for Risk
Avoidance

Chapter 16 -- Policy Implications and Research Agenda

Part |--Chapters 2 through 6--describes the conceptual framework we
developed for assessing the benefits from regulations governing hazardous
wastes. Part [l--Chapters 7 through 10--explains how we implemented our
conceptual framework by developing and administering a contingent valuation
survey. Part IlI--Chapters 11 through 16--presents preliminary findings of
our empirical analyses of the survey data. Also for the reader's convenience,
each part is preceded by an introduction that explains the objectives and
research activities associated with each and outlines the purpose, scope, and
contents of each chapter. Chapter 17 contains references we have cited in the
text.
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PART |

A CONCEPTUAL FRAMEWORK FOR MEASURING THE BENEFITS
OF REDUCING HAZARDOUS WASTE RISKS

Part | of this draft interim report describes how we developed a concep-
tual framework for assessing the benefits expected to accompany regulations
governing hazardous wastes. In particular, Part | consists of the following
five chapters:

Chapter 2 - The Nature of Benefit Analysis in Hazardous Waste
Management

Chapter 3 - Modeling Behavior Under Uncertainty: A Heuristic
Review

Chapter 4 - The Role of the Ex Ante and Ex Post Perspectives in
Measuring Welfare Changes Under Uncertainty

Chapter 5 - A Conceptual Framework for Valuing Risk Reductions

Chapter 6 - Ecological and Intrinsic Values Under Uncertainty

While our intention is not to evaluate the benefits arising from specific regula-
tory actions, the purpose of the framework is to provide a basis for describing
how such analyses might be conducted. As briefly outlined in the following
paragraphs, there are five important elements in the proposed framework.

First, the analysis assumes that regulations for hazardous wastes reduce
the probability that an individual will experience some type of adverse effect
from the unintended release of wastes to the environment. This assumption
seems consistent with the U.S. Environmental Protection Agency (EPA) regula-
tory evaluation policies such as the RCRA Risk/Cost Model and the Liner Loca-
tion Model. Because release of the wastes can lead to risks to human health
and to ecological systems, individuals may place a positive value on policies
that reduce these risks. A conceptual framework for describing this valuation

process is a necessary first step before empirical analysis can be undertaken.



Second, the assumption that regulations change the risk of exp‘bsur‘e ex-
perienced by individuals suggests the need to develop a conceptual basis for
valuing these risk changes based on a model of individual behavior under un-
certainty. This analysis assumes that the expected utility model can provide
the starting point for describing individuals' responses to risk. Consequently,
it enables us to define an individual's values for changes in risk. That is,
the values for reducing hazardous waste risks will be based on the expected
utility that the individual anticipates from a regulatory action. For example,
more stringent containment of hazardous wastes in land-based disposal sites
might be assumed to reduce exposure risks by some amount. This action, in
turn, reduces the likelihood of detrimental events (e.g., exposure and some
health effect) and thereby increases the expected utility to be experienced by
the affected individuals. The monetary value of the risk change could be
measured by following the Hicksian analogy for the case of certainty.

Third, once the expected utility framework is used as the basis for valu-
ing risk changes, we have accepted an ex ante perspective for welfare analy-
sis. That is, we are maintaining that the relevant benefit measure is based
on how the individual's planned activities change with risk changes. As we
develop later, the perspective for measurement is important for evaluating de-
cisions made under uncertainty, especially if those decisions affect the nature
of the uncertainty itself.

Fourth, to define how much the individual would be willing to pay for
the risk change, we must define how these payments would be made and the
opportunities available to the individual for adjustment to changes in risk. In
effect, we must define the institutions that constrain how an individual can
plan his expenditures given uncertainty as to future states of the world.

Finally, the last key element in our conceptual framework is the motivation
for wvaluing the risk reduction. We noted earlier that a pattern of exposure
implies a subsequent set of risks that may involve detrimental health effects
for the individual or impacts on specific ecological systems. Each of these
types of events will affect individuals differently. These different effects can
lead to different types of values or benefits for policies that regulate the dis-

posal of hazardous wastes.



Clearly, each of these elements involves complex problems. Moreover, in
some cases the literature is not fully developed with respect to the specific
issues associated with extending benefits analysis to deal with risk changes.
It is therefore unrealistic to expect that we can provide a comprehensive analy-
sis of all of the issues in a few chapters. Thus our objectives have a more
limited scope:

$ Review the elements involved in our proposed formulation of
the problem

* Relate them to past efforts to define benefit concepts under
uncertainty

. Describe the association between the behavioral relationships in
our framework and the findings of psychologists and decision
scientists involved in the study of individual behavior in the
presence of risk

Explain the statistical hypotheses and more informal empirical
results that we expect should follow from our analysis of indi-
vidual behavior.

Chapter 2 introduces our conceptual framework by discussing types of
benefits in a conventional taxonomy and the valuation problem for risk changes.
It uses a set of scenarios to describe how events involving hazardous wastes
"fit into" our framework.

Chapter 3 reviews an economic approach for describing individual behavior
under uncertainty using a state preference characterization of how individuals
plan their actions when the future states of nature are uncertain. The key
elements in the model for our description of the values of risk reduction are
the specification of preferences, the description of the adjustments available
to the individual for responding to risk, and the characterization of individual
attitudes toward risk.

Chapter 4 compares the conventional approach to benefit analysis with
the framework implied by an ex ante analysis of individuals' valuations of risk
reductions. This comparison uses the planned expenditure function introduced
in Chapter 3 as the basis for classifying different types of benefits.

Chapter 5 describes the specific implications of our model for an individ-
ual valuation of the risk reductions associated with regulations on the disposal
of hazardous wastes and how we might expect these values to be affected by

the type of risks experienced.



Chapter 6 completes the conceptual analysis by focusing on ecological and
intrinsic values in the context of uncertainty, including a reconsideration of
the conventional concepts of existence and option values. It extends the analy-
sis of Chapters 3, 4, and 5 to the value of reductions in risk to environmen-

tal and ecological resources.



CHAPTER 2

THE NATURE OF BENEFIT ANALYSIS IN
HAZARDOUS WASTE MANAGEMENT

2.1 INTRODUCTION

As the first component in Part |, this chapter addresses several of the
important elements in our conceptual framework for assessing the benefits ex-
pected to accompany regulations governing the management of hazardous
wastes. Given the likely generic effects of hazardous wastes in the environ-
ment, the following sections describe the types of benefits that might accrue
from regulating the management of hazardous wastes and the types of economic
agents to whom those benefits might accrue. In particular, Section 2.2 pre-
sents a conventional taxonomy of benefits that serves as a starting point for
our analyses, Section 2.3 outlines our treatment of policy outcomes as changes
in the risk of exposure to hazardous wastes and compares this approach to
previous approaches for benefit analysis, and Section 2.4 introduces our notion
of risk as synonymous with the probability of a well-defined detrimental event
(e.g., death). Section 2.5 describes representative scenarios to suggest the
generic sources of exposure risk and to provide examples of typical contamina-

tion incidents. Section 2.6 briefly summarizes the chapter's main points.
2.2 CONVENTIONAL BENEFIT TAXONOMIES

Analysts have used a variety of classification schemes to describe the
components of the total benefits of a policy action. In the early literature on
benefit-cost analysis, the most widely used taxonomy distinguished between
the benefits associated with private market transactions and public allocations--
i.e., the provision of goods and services which could be purchased in markets
(e.g., hydroelectric power)--and the benefits associated with goods or services
that did not exchange on such markets (e.g., recreation). The benefits asso-
ciated with the second type of commodity were often assumed unquantifiable

and were usually labeled as the intangible component of benefits. The history

2=1



of methods development for benefits assessment of environmental resources has
seen a progressive advance in our ability to measure these intangible benefits.
Thus, taxonomies that distinguish between the benefits associated with market
goods and intangibles have become less useful over time.

The recent literature on environmental benefit estimation has tended to
follow a general classification scheme originally suggested by Krutilla [1967].
This framework separates user and nonuser sources of benefit from environ-
mental resources. Mitchell and Carson [1981] refined this ‘initial proposal for
the case of water quality benefits in an effort to understand what would be
measured by the various approaches to benefit analysis. Their taxonomy has
provided the basis for several recent efforts to estimate and to distinguish
the individual components of the benefits individuals realize from environmental
resources.*

Figure 2-1 presents an example of this type of benefits taxonomy. It has
been simplified from the form presented in Desvousges, Smith, and McGivney
[1983] but contains many of the same elements. |In this format, the mechan-
isms leading to the beneficial effects experienced by individuals are more spe-
cifically identified. Within the category of direct benefits, a distinction is
drawn between use and nonuse benefits. However, sewveral aspects of these

terms require further discussion. Throughout this report, use and user bene-

fits are considered synonyms. Since there can be subtle distinctions between
the two, it is important to describe what they will mean here. Use benefits
arise because of the active consumption of the services of a resource. As Fig-
ure 2-1 indicates, this can be through clean air's generating improved health
or clean water's allowing game fishing. In all cases, use benefits require the
active involvement of the individual as a user of the services of the resource.

If the definition of user is narrowly interpreted, we might be tempted to
conclude that economic agents termed users are precluded from having nonuse

benefits. However, this is not the case. To appreciate why users may also

*Desvousges, Smith, and McGivney [1983] revised the Mitchell-Carson
framework and used it in estimating the components of water quality benefits
associated with a specific resource--the Monongahela River. More recently,
Fisher and Raucher [1984] have used the framework to appraise the relative
magnitude of nonuser (or intrinsic) benefits and user benefits based on recent
empirical studies that have included both sources of individual values.
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Figure 2-1. The conventional benefits taxonomy adopted for hazardous waste management regulations.




have nonuse benefits, it is helpful to consider how the resource being valued
contributes to the utility of an individual. When it requires some type of
active experience involving the resource's services, the resulting increment to
utility is a use benefit and the individual experiencing it is a user. However,
this same individual may also derive an increment to utility with no action by
simply knowing that a resource has been enhanced or increased in some way.
This change in utility is a nonuse benefit because the individual does not
actively acquire the services of the improved resource. - Knowledge of the
improvement itself was sufficient to enhance utility.

Figure 2-1 also can be used to show the major channels through which
hazardous materials may enter the environment and affect human welfare. This
figure distinguishes between the effects on production and market values that
affect people's utility indirectly and the direct effects on individuals' utility.
Production or market values arise when some attribute of the ecosystem is an
argument in the production and cost functions for a marketed good. For exam-
ple, if the presence of hazardous wastes in the environment results in a lower
level of an ecosystem attribute, the economic productivity of the ecosystem
would decrease, causing an increase in the cost of producing the marketed
good. These changes in turn would result in changes in market quantities,
product prices, factor prices, rents, and/or profits. Standard economic models
can be used to obtain measures of the economic value of changes in the pro-
ductivity of managed and commercially exploited ecosystems. (See Freeman
[forthcoming a] for a review of these models.) In the case of production and
market values, hazardous wastes in the environment affect individuals' utility
only indirectly by changing the prices of goods they purchase with their
incomes.

In addition to these indirect effects, however, the figure indicates that
hazardous materials can affect individuals directly by altering the level of some
argument in their utility function. For example, if utility depends in part on
health status, exposure to a toxic material through environmental pathways
can lead to lower health status and, therefore, lower utility. Also, if some
attribute of the environment or an ecosystem (e.g., the number of different
species) is an argument in individuals' utility functions, then hazardous mater-

ials can affect utility by altering the level of that attribute.



Another key distinction in the direct benefits lies between those associated
with in situ use of the environment and those associated with nonuse or intrin-
sic values. As noted above, the in situ use of the environment is an activity
that includes the scarce resources of the individual, including, but not limited
to, time. For example, the individual may have to incur time and other costs
to travel to the site of the ecosystem to engage in some activity. Nonuse or
intrinsic values, on the other hand, are defined as those benefits or welfare
gains to individuals that arise from ecosystem changes independently of any
direct use of the ecosystem. The figure further divides intrinsic values into
pure existence and option values related to some uncertainty concerning future
demands or the availability of the system for possible use.

The concept of pure existence value was apparently first suggested by
Krutilla [1967] and was further discussed in Krutilla and Fisher [1975, p. 124].
Weisbrod [1964] first introduced the term option value in the literature of

benefit-cost analysis 21 years ago. Option value is said to arise either when
an individual is uncertain whether he might demand a good in the future or if
he is faced with uncertainty in the future supply or availability of that good.
Weisbrod apparently viewed the existence of positive option value as intuitively
obvious. But, as subsequent analysis has shown, option value, as convention-
ally defined, can be either positive or negative depending upon the particular
circumstances [Schmalensee, 1972; Bishop, 1982; Freeman, 1984a].

However, there is a basic inconsistency in this and earlier taxonomies.
They combine two distinct perspectives for welfare analysis--the ex ante and
the ex post frameworks for defining values. The concept of option value con-
nects the two frameworks. Rather than a separate component of benefits, op-
tion value is the result of these different perspectives for welfare concepts.
Consequently, a more consistent taxonomy would identify the particular valua-
tion perspective instead of mixing ex ante and ex post. We will return to this
more general framework in Chapter 4. Therefore, we present the taxonomy
in Figure 2-1 as a starting point for viewing benefits from risk changes. In
particular, benefits analyses for policies that involve changes in risks will re-
quire a different orientation of the selected welfare measures. For example,

consi.der' how we have proposed to describe "the services" delivered by regula-



tions governing the disposal of hazardous wastes as the reductions in the risk

of exposure to hazardous wastes. Using this present taxonomy, these risk

reductions vyield a use benefit when the household's planned consumption
choices of all commodities in all possible states of nature are changed. That
is, any action that causes a change in these planned choices generates a posi-
tive or negative use value.

Use value accrues to the household, but it requires only a change in
planned consumption or activities and not an active involvement. Moreover,
use value involving risk changes can arise only in an ex ante valuation per-
spective. |If an ex post perspective were employed, the benefit is no longer
the use benefit from the risk change. In an ex post framework, the value
would stem from the outcome and not the risk change. Thus, the presence of
v;luation under uncertainty reveals the need of a new taxonomy for benefits
analysis that also distinguishes between the valuation perspective--ex ante ver-

sus ex post--and the nature of the commodity--certain or uncertain.
2.3 THE TREATMENT OF POLICY OUTPUTS AS RISK CHANGES

The conventional practice in environmental benefit analysis maintains that
policy actions lead to changes in either the gquantity or the quality of the ser-
vices provided by an environmental resource. These changes were assumed
to be known with certainty. Thus, benefit concepts were defined based on
how the environmental resource was assumed to affect individual preferences.
By contrast, our analysis of policies related to the disposal of hazardous
wastes treats them as changing the likelihood an individual will be exposed to
these wastes. |t seems reasonable to inquire into the rationale for making this
distinction.

Given our current state of knowledge, it seems reasonable that there is
no aspect of environmental quality that we can assume is available with certain-
ty. The observed level of air or water quality at each time and in each loca-
tion has a significant stochastic element determining its value. This is true
for a number of reasons. One of the simplest to explain concerns the environ-
mental quality--weather interaction. Weather patterns affect the ambient con-

centrations of pollutants and these patterns are best treated as realizations of
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'.a stochastic process. Equally important, our current knowledge of the rela-
tionship between the activities under policy control--e.g., emissions of residu-
als into the atmosphere or water courses--is imperfect. The character of the
air diffusion system governing the residuals--i.e., the ambient air quality
associated with each location or the absorptive capacity of each river or lake--
determines the relationship between measures of environmental quality that are
relevant to individuals' behavior and the patterns of emissions of residuals.
Since it is the latter that is affected by policy, this case also has a significant
amount of uncertainty in the connection between what policy actions can do
and what is "delivered" to the individual.

What is at issue is the degree of uncertainty. Current benefits assess-
ment practices have implicitly maintained that the random influences and associ-
ated uncertainty are small enough that individual behavior can be described
as if it were in response to certain changes in the environmental resources
under study. Of course, this is an assumption--one that may well be inappro-
priate for some circumstances. However, what is important for our purposes
(i.e., in defining the individual benefits associated with a policy action) is not
the random components connecting residual emissions with ambient quality but,
rather, the influence of these sources of uncertainty on individual behavior.*

In contrast to the assumptions underlying the policies in the Clean Air
and Clean Water Acts directed at the conventional air and water pollutants,
there are significant questions concerning whether any level of exposure to
hazardous wastes can be said to be free of risk.t Moreover, it is not clear
that there is a continuous relationship between the level of exposure and the
impacts on the individual. Rather, a discrete framework has often been se-
lected in describing the implications of hazardous wastes for individuals with

any level of exposures potentially leading to detrimental outcomes. In the case

*There is, of course, a separate issue as to how to treat estimation un-
certainty in benefit-cost analysis. In this case, we assume that individuals
can be described as making choices with certainty, but we as analysts cbserve
these decisions and understand their motivations imperfectly.

tThis is part of the motivation for the definition of hazardous air pollut-
ants in the Clean Air Act.
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of air and water pollution, the dose-effects relationships have generally been
assumed to be continuous.¥*

Finally, it should also be acknowledged that our understanding of disposal
technologies (and their effectiveness) and of the implications of a wide array
of hazardous wastes for ecological systems in general and for human health in
particular is quite limited. Consequently, a framework that recognizes these
uncertainties explicitly and acknowledges that individuals will respond to them

was judged to be necessary for this case.
2.4 WHAT IS RISK?

The term risk has been used in a number of different ways in policy anal-
ysis. A wide variety of definitions can be found in the literature on risk
assessment and risk management. Equally important, in economics, risk is
often associated with that portion of the uncertain outcomes facing an economic
agent that cannot be diversified away (i.e., insured against using market op-
portunities). To this point and throughout this report, the term risk is used
in a narrow definition. It is considered synonymous with the probability of a
specific detrimental event.

The definition of a particular event at risk and the characterization of
the decision problem provide the mechanisms for incorporating some of the fac-
tors discussed by a number of analysts as important to explaining individuals'
responses to risk. For example, Crouch and Wilson [1982] define risk as a
composite of the probability of an adverse event and the severity of the event.
According to their framework, the risk facing an individual can be reduced
either by reducing the probability of the event or by lessening the magnitude
or severity of the event involved. Similarly, in discussing the problems asso-
ciated with judging acceptable levels of risk, Fischhoff et al. [1981] defined
risk as the probability of a more specific outcome--reduced human health and
death. They also acknowledge that the cause of the risk can be important to

its perceived severity to the individual. Both of these discussions of risk

*Of course, in implementing these models, distinctions are drawn between
chronic and acute health effects, materials damages, and aesthetics. In some
of the individual sources of benefits, the empirical models have been developed
as if there were thresholds below which no effect would be experienced.

2-8



have been based on the results of experimental analyses of risk-taking behav-
ior along with actual observations of the decisions of individuals in accepting
specific risks. Starr [1969] appears to have been the first to consider this
latter approach to compare risks in order to provide an indirect basis for iden-
tifying the characteristics of risks that influence individuals' willingness to
accept them. While the studies following this tradition have been rather crude,
they are nonetheless suggestive of a general issue that seems to emerge from
both the experimental (field and laboratory) and indirect approaches to under-
standing behavior under uncertainty. It is best summarized by suggesting
that there is a need for a type of hedonic function to describe risks. In
effect, an individual's appraisal of the subjective level of risk may well depend
on the characteristics of that risk. Many psychological studies have contrib-
uted to identifying some of them. They would include (using primarily Litai's
[1980] terms): wolition, severity, origin, effect manifestation, exposure pat-
tern, controllability, familiarity, ambiguity, and necessity.

What is really at issue in modeling individual behavior in response to risk
is how we choose to reflect these characteristics in describing how individuals
make specific decisions under uncertainty. As Arrow [1974] observed some
time ago, the expected utility framework separates the tasks of risk perception
and preference formation. For a state-independent specification of preferences,
this separation is especially clear; with state-dependent specifications additional
information describing the source of the state dependency is needed to maintain
the separation.

To begin operationalizing a hedonic view of the types of risks as they
are perceived by individuals, there are two distinct modeling strategies. The
first, which maintains the separation of preferences and perceptions, proposes
what are often ad hoc rules for describing how one or more attributes of risk
would affect the perceived risk level. This perceived risk is then used in an
expected utility model to describe behavior. In effect, optimal choices are
separated from risk perception decisions. This is the approach implicitly used
by Kahneman and Tversky [1979] with prospect theory and by a wide variety
of other proposed alternatives to the expected utility framework (see Schoe-
maker [1982]). Hogarth and Kunreuther's [1984] analysis of the role of ambi-

guity in risk perception is another interesting example of this approach.
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The second approach would require a behavioral model of individual deci-
sionmaking under uncertainty that includes an explanation of risk perception
decisions. This second strategy is an especially difficult one. It would des-
cribe the hedonic function for risk as an outcome of the optimizing decisions
of households in relationship to the range of alternative sources of risk and
thereby remove the separation of risk perception and preferences that is cen-
tral to the expected utility model.*

At present, there are a few attempts that are moving in the direction of
developing such a model, but none of the frameworks offers a complete analysis
of individual decisionmaking (see Bell [1982], and Loomes and Sugden [1982,
1983] as examples). Nor will our conceptual analysis attempt to develop such
a general framework. Rather, we have selected a more conventional expected
utility model, which allows for state-dependent preferences, and then, in our
empirical analysis, we control the attributes of the risks presented to individ-
uals. By presenting two different types of risks (each carefully controlled
through the descriptions given to our survey respondents), the empirical
analysis proposes to add to the information available on the the role of the
attributes of risk on individual behavior, but not to develop a framework that
would deal with these attributes in a general way. The primary reason for
our discussion of these issues at the outset of the analysis is to acknowledge
that the attributes and context of the risks are important to individual behav-
ior. Consequently, valuation estimates of risk changes for certain types of
risks in specific contexts may not be relevant to comparable (in numerical
terms) risk reductions of other types in other settings.

2.5 THE SOURCES OF EXPOSURE RISK

The basic premise that provides the link between our conceptual analysis
of how households value hazardous waste management policies and changes in

*It is important to note that in the hedonic models used in economics the
market plays a crucial role in converting the hedonic function into a technical
function for the individual, thereby providing a similar type of separation as
to what has been used in expected utility analysis. While the hedonic price
function is an equilibrium relationship, no one individual can affect it. Conse-
quently, it is treated as a given for any single individual's decisions and
choices are constrained by it. The risk perception process does not seem to
have a comparable institution exerting discipline on the decisions of the house-
hold involved in appraising risks.
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those policies is the assumption that those policy changes lead to risk reduc-
tions. More stringent regulations for the disposal of hazardous wastes reduce
the risk of exposure to those wastes for individuals. Consequently, the values
attributed to the risk reductions become the consumers' valuation of the policy
changes. In this section we discuss whether this view of the problem is rea-
sonable and its implications for the interpretation of our wvaluation estimates
for policy decisions. This is accomplished by first describing hazardous mater-
ials, particularly the characteristics of those materials that are likely to be
important to any evaluation of the impacts of exposures for ecological systems
and human welfare. Following this discussion, we describe some examples or
scenarios of how hazardous substances might enter the environment. These
examples are then related to the types of exposure risks we have sought to
model in our conceptual analysis and to estimate values for in our empirical
work.

2.5.1 Six Categories of Functional and Chemical Characteristics

Hazardous materials can be placed in one of several categories based on
their toxicity and degree of persistence in the environment. In a recent study
of instances of environmental contamination by hazardous materials, the U.S.
Environmental Protection Agency [1980, p. vi] offered a classification of haz-
ardous substances with six categories reflecting the functional characteristics
of substances in commerce and industry and their chemical characteristics.
The following is a brief discussion of the most likely major envircnmental im-
pacts and fates of each of these categories.

Solvents and Related Organics. This category includes such substances

as benzene, trichloroethylene, chloroform, and toluene. Many of these sub-
stances are acutely toxic in high doses to humans and other organisms. On
the other hand, most of these substances disperse rapidly in the environment
and are subject to breakdown to relatively innocuous substances by a variety
of chemical and bioclogical processes. Accordingly, they have relatively short
half lives in the environment. Some of these substances are known or sus-
pected human or animal carcincgens and thus present a potential threat to hu-
man health, especially from long-term exposures at low levels. But due to the
short half lives of these substances, such long-term chronic exposures are not

likely except in the case of contamination of biologically inactive groundwater
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aquifers or in the case of biogenic sources such as chlorination of drinking
water containing naturally occurring organic compounds.

Polychlorinated and Polybrominated Biphenyls. Polychlorinated biphenyls

(PCBs) and polybrominated biphenyls (F;BBS) are not readily degraded in the
environment. PCBs are known to be widely dispersed throughout the environ-
ment, and detectable amounts of PCBs are present in the atmosphere around
the earth, in the water column and sediments, and in the tissues of a variety
of organisms (National Academy of Sciences [1979]). PCBs can cause a variety
of adverse effects on nonhuman species and have been classified as a possible
human carcinogen (International Agency for Research on Cancer [1979]).

Pesticides. This is a heterogeneous category in terms of environmental
impacts and persistence. Some types of pesticides--e.g., the organophos-
phates--are acutely toxic but degrade quickly in the environment under most
conditions and are not subject to bicaccumulation. On the other hand, the
chlorinated hydrocarbon pesticides have long half lives in the environment and
are subject to bicaccumulation. Long-term exposutres to these substances and
some of their degradation products are known to have adverse effects on non-
human species even at low levels. And several of these substances are sus-
pected human carcinogens.

Inorganic Chemicals. This category includes such things as ammonia,

cyanide, and various acids and bases. While many of these substances may
be highly toxic and/or corrosive, they tend to have short half lives in the
environment because of processes such as oxidation (e.g., as for cyanide) or
neutralization.

Heavy Metals. Examples of this category include mercury, lead, chromi-

um, and cadmium. Heavy metals are obviously persistent in the environment.
But they may become immobilized in sediments. Not all chemical forms of heavy
metal compounds are subject to bioconcentration. Some compounds are known
to be toxic at relatively low doses over long periods of time. And some are
known or suspected carcinogens.

Waste Oils and Grease. Some components of waste oils and grease may

be toxic and/or carcinogenic. But most of the components of waste oil and
grease are biodegradable and have relatively short half lives in the environ-
ment. Waste oils are often contaminated with heavy metals and persistent

organic compounds such as PCBs.
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In terms of enviromental impacts, the categories of hazardous materials
described here differ primarily with respect to two characteristics--the nature
of their toxicity to humans and other organisms (acute or chronic toxicity)
and their degree of environmental persistence (highly persistent or relatively
short half lives). Furthermore, those substances that are acutely toxic also
tend to have short environmental half lives, while those substances that are
toxic in long-term doses (some of which are known or suspected carcinogens)
also tend to be highly persistent in the environment. For this reason, two
types of scenarios are offered in the following subsection. One type involves
large quantities of acutely toxic substances with short environmental half lives,
e.g., organic solvents, some forms of pesticides, and such inorganic chemicals
as cyanide and acids. The other type involves lower quantities of environmen-
tally persistent and chronically toxic substances, such as PCBs, some forms

of pesticides, and heavy metals.

2.5.2 Three Exposure Scenarios

To provide a more tangible connection between the ways in which hazard-
ous wastes might enter the environment and the role of management policies in
affecting these events, we have constructed three alternative scenarios of pos-
sible hazardous waste spills or uncontrolled releases and the patterns of health
and ecological impacts likely to be associated with them. It should be noted
that the scenarios described here are not meant to reflect all possible signifi-
cant events and ecological end points. Rather, they are meant to represent
the more typical or more likely events involving hazardous wastes and events
for which significant health and ecological and intrinsic effects are likely.
For each case the events are treated as random occurrences. The principal
purpose of hazardous waste regulations is to reduce the probability of such
events. Thus, these scenarios provide the basis for describing the ways in
which risk reductions might arise from regulations on the disposal of hazardous
wastes.

Table 2-1 provides a summary description of Scenario A: Groundwater
Contamination and Human Exposure. In this scenario acutely or chronically
toxic substances--e.g., PCBs, chlorinated hydrocarbon pesticides, heavy
metals, organic solvents, or acids--are released from a poorly designed or un-

regulated surface or subsurface storage land disposal site. [f these materials
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TABLE 2-1. SCENARIO A: GROWING WATER
CONTAMINATION AND HUMAN EXPOSURE

Substances: PCBs, chlorinated hydrocarbon pesticides, heavy metals, organ-
ic solvents

Event: Unregulated land storage or disposal leads to more or less con-
tinuous leaching of materials through the soil to a groundwater
aquifer used as a source of drinking water.

Impact: Human exposure to toxic materials with the probability of ad-
verse health effects being an increasing function of the accumu-
lated dose for many substances.

Forms of Economic Damages

ilii Production/Market Values: Increased cost of treatment or
finding alternative municipal water supplies, once contam-
ination is detected.

2 Use Values: Poor health and increased probability of fatal
disease.

Examples: As reported in U.S. Environmental Protection Agency [1980]:

Occidental Chemical Corp., Lathrop, California, 1980 (p. 3)
Rocky Mountain Arsenal, Colorado (p. 7)

McKin Site, Gray, Maine (p. 14)

Hooker Chemical, Muskegan, Michigan, 1979 (p. 18)

St. Louis Park, Minnesota (p. 20)

Jackson Township, New Jersey (p. 26)
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reach a significant aquifer, they have the potential for contaminating municipal
water supplies and private wells. Thus, there is a probability of human expo-
sure to toxic materials that may cause cancer, mutations, and other adverse
health effects. The probability of a specific adverse health effect given expo-
sure depends upon the potency or toxicity of the substances, the dose received
by each individual, and the genetic endowment and health of the individual
exposed. For carcinogens, the probability of an effect given exposure is an
increasing function of the accumulated dose.

Regulations governing the design of storage and disposal sites serve to
decrease the probability of exposure. Furthermore, regulations establishing
groundwater monitoring programs serve to decrease the expected time interval
between the onset of exposure to contaminated water and the time of detection
at which point awvoidance actions can be taken. Thus, regulations of the sec-
ond type may serve to reduce the probability of an effect given an exposure
(depending on the substances involved). The combined effect is to reduce
the probability of an effect--i.e., to reduce the risk of adverse health effects
associated with exposure to hazardous wastes through the contamination of
groundwater.

A second scenario describing long-term effects on aquatic ecosystems is
outlined in Table 2-2. This scenario also begins with the unintended release
of materials from storage or improper disposal. In this scenario these materials
reach surface water systems where, because of their lack of biodegradability
and persistence in the environment, they become widely dispersed. Many of
these substances enter the food chain, which is likely to lead to reductions in
the populations of sensitive species and their predators--e.g., fish and fish-
eating mammals and birds such as ospreys and eagles. Also, accumulation of
these substances in body tissues could render some species of fish unsuitable
for human consumption.

In this scenario it seems reasonable to reflect on several reasons that
individuals might value a risk change. First, contamination of surface waters
increases the probability of exposure by increasing the potential pathways.
Direct exposure through the water itself or "indirect" exposure through the
effects of these substances in the food chain are two cases. Equally important,

the contamination of fish or reduction in their populations could result in a loss



TABLE 2-2. SCENARIO B: LONG-TERM EFFECTS
ON AQUATIC ECOSYSTEMS

Substances:

Event:

Impact:

Polychlorinated biphenyls (PCBs), chlorinated hydrocarbon pes-
ticides, or heavy metals such as mercury, lead, or cadmium.

Unregulated disposal or the breakdown of a poorly designed
disposal site leads to the more or less continuous release of
the substance into the environment. As a result of environmen-
tal transport via runoff, leaching, or migration through soils,
the substance reaches surface water systems. As a result,
the substance achieves wide distribution throughout the aquatic
ecosystem.

The accumulation of the substance in the food chain is likely
to lead to reductions in the populations of sensitive species and
their predators.

Forms of Economic Damages

Examples:

s Production/Market Values: Reduced productivity and har-
vests of commercial fish species; loss of marketability of
fish because of tissue contamination.

2. Use Values: Lost recreation opportunities because of lower
populations of fish, water fowl, etc. Risk to human health
through direct or indirect (food chain) exposures.

3. Nonuse/Intrinsic Values: Losses due to increased threats
to endangered species and fragile and/or unique ecosys-
tems.

As reported in U.S. Environmental Protection Agency [1980]:

1. Hooker Chemical, Montague Plant, Muskegan, Michigan, 1979
(p. 18)

Waste Industries, Inc., New Hanover County, 1980 (p. 29)
ABM Wade, Pennsylvania (p. 35)

Taft Forge, Inc., Howell, Michigan (p. 125)
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of use values associated with recreational activities related to that wildlife.
Reductions in the populations of water fowl due to direct toxicity or changes in
the food chain could affect recreational hunting and viewing uses. There could
also be increased risk of the loss of amenity values to the extent that reduc-
tions in the populations of nongame species and the mammals and birds that
feed on them--e.g., otters, seals, loons, ospreys--reduce the opportunities
for wildlife observation. Also, there could be existence and other intrinsic
values associated with avoiding threats to the populations of species of aesthetic
or emotional significance such as eagles, loons, or seals.

Scenario C, summarized in Table 2-3, also focuses on ecological effects.
Because of their short-term nature, the effects associated with this scenario
are not likely to increase the risk of losing the services that would be associ-
ated with a form of existence values. The substances involved--organic sol-
vents, acids, etc.--are either biodegradable or neutralized rather quickly in
the environment. Thus, although there may be severe reductions in biological
productivity and in populations of sensitive species, once the materials are
dispersed, populations are restored through recolonization and in-migration.
Of course, it is conceivable that for some substances, there could be long-term
ecological effects as well as short-term impacts.*

As has been noted above, all three of these scenarios have a common
structure in that there is a set of adverse effects that might occur. The
probability of their occurrence depends in large part on the probability of the
release of the substances to the environment. The conceptual analysis in
Chapters 3 through 5 and all but one of the survey questions have been based
on cases resembling Scenario A. Thus, the risks are treated in our model
and described in the survey questionnaire as being experienced by the mem-
bers of a household as a result of land-based disposal of hazardous substances.

There are two aspects of the description in the survey questionnaire that

are important to these scenarios. First, the nature of the exposure to hazard-

*There is also a probability of human exposure and adverse health effects
associated with poorly regulated concineration of hazardous wastes and subse-
quent airborne emissions. And human exposure could occur through contami-
nation of soils and subsequent absorption through the skin or ingestion. The
formal structure of these alternative scenarios is essentially the same as the
all too common groundwater contamination scenario.
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TABLE 2-3. SCENARIO C: SHORT-TERM
ACUTE ECOLOGICAL IMPACTS

Substances: Organic solvent, acid, or inorganic toxic such as cyanide.
Such substances are acutely toxic but have relatively short en-
vironmental half lives,

Event: An accidental spill or breach from a poorly designed contain-
ment such as a lagoon. The substance quickly spreads to near-
by streams or lakes.

Impact: Heavy losses of aquatic organisms including fish, and possible
losses of fish-eating species. Because of dilution, neutraliza-
tion, and/or biodegradation, concentrations of the substance in
the environment fall to background levels relatively rapidly.
Species population recover through recolonization and in-migra-
tion.

Forms of Economic Damages

] s Use Values: Activities such as sports fishing and boating
are adversely affected until the toxic materials are dis-
persed or neutralized and the populations of the target
species restore themselves.

2. Nonuse/Intrinsic Values: Not likely to be significant.
Examples: As reported in U.S. Environmental Protection Agency [1980]:
1@ Kernersville, North Carolina, Reservoir (p. 27)

2. Byron, lllinois (p. 18).
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ous wastes is not défined in physical terms but rather in terms of the cutcome
it implies. Exposure is described as sufficient to lead to death through an
initially undefined health effect. The risk is described as the risk the inter-
viewed individual (or other member of the household) will die in 30 years as a
result of exposure. So the presentation maintains that the exposure level (an
issue discussed in Scenario A) would be sufficient to impose a risk of the
health effect. After questions associated with household exposures were dis-
cussed, our survey questionnaire did attempt to determine whether individuals
had additional willingness to regulate the disposal of hazardous wastes to lower
risks experienced by fish, wildlife, and plants. This is the second aspect of
our framework that relates to the scenarios. That is, we attempted to capture
just the ecological effects that were highlighted in Scenario B without a full
description of the mechanism that leads to the risks to these species. It was
done in a way that attempts to isolate each motivation for wvaluing a risk
change, but did not explicitly distinguish user and nonuser motives for valuing
the wildlife.

2.6 SUMMARY

This chapter has provided a brief overview of the organization of our
conceptual analysis of individual decisionmaking under uncertainty and its rela-
tionship to the issues we suggest are important to valuing regulations govern-
ing the management of hazardous wastes. These regulations are treated as
reducing the risk of exposure to hazardous substances. Risk in our analysis
is treated as synonymous with the probability of a well-defined event. The
event is an exposure to these materials that is sufficient to lead to a second
stage risk of death. The second risk is explained to be the result of the in-
dividual's health and heredity.

Finally, to explain how our analysis can be related to specific events and
the associated policy actions involving hazardous wastes, we presented three
examples of how hazardous wastes might enter the environment and described
the scenario that is most closely aligned with the implicit circumstances under-

lying our conceptual and empirical analyses.
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CHAPTER 3

MODELING BEHAVIOR UNDER UNCERTAINTY: A HEURISTIC REVIEW

3.7 INTRODUCTION

Models of how individuals respond to uncertainty have been an important
part of the theoretical contributions to microeconomics in the last 50 years.
Today, interest in the results of these theoretical advances and in the pros-
pects for extensions of this work seems especially great. There are at least
two factors contributing to this interest. First, and perhaps most important
to the objectives of this research, there has been a growing public concern
over risks that are imposed on households without their consent. These risks
can arise from the actions of firms, other households, or the public sector.
They take many forms--ranging from what is perceived as inadequate testing
of new products to insufficient safety provisions in new technologies. More-
over, in some cases, there may be the perception that past decisions were
based on incomplete information or failed to give appropriate attention to the
future risks accompanying specific actions. The past disposal practices for
hazardous wastes are a good example of discussions in this last category.
The "surprises" associated with past disposal practices in a large number of
cases such as the widely publicized examples of Love Canal, New York; Times
Beach, Missouri; or Newark, New Jersey contribute to this perception. As a
consequence, despite what many observers have suggested is a relatively low

risk environment in the United States,* public policy has increasingly focused

*Qne of the most widely cited studies identifying this seemingly contradic-
tory behavior is associated with Douglas and Wildavsky [1982]. More recently,
Slovic [1984] has noted that recent polls of corporate executives, members of
the banking and investment community, members of Congress and their aides,
Federal regulators, and the general public seem to suggest that 'regardless
of whether things actually are riskier, most people think they are now more
risky.'" (Slovic [1984], p. 2).



on the risk implications of new technologies and the role of social regulation,
and public policies in general, for risk management.*

At the same time, there has been growing concern over the validity of
economic models for describing individual behavior under uncertainty. Experi-
mental tests of the assumptions and predictions of the most widely used frame-
work for modeling behavior under uncertainty--the expected utility model--
appear to have found important violations of the model's assumptions and incon-
sistencies with its predictions (see Schoemaker [1980] and Machina [1983]).
These results have, in turn, stimulated research, both theoretical and empiri-
cal, to attempt to evaluate the plausibility of these findings and to understand
the reasons for them. To date, there has not been a clear reconciliation of
the available experimental evidence with the predictions of conventional eco-
nomic models of individual decisionmaking. The available alternatives to the
expected utility model all suffer from significant limitations that restrict (or
preclude) any one of them from serving as an effective basis for empirical
analyses of individual beha\a'it.}r'.T

This chapter cannot do justice to the research in both of these areas.
Summaries have already occupied several overview volumes of varying technical
detail.¥# Our conceptual analysis will largely accept, as a maintained hypothe-
sis, the expected utility model as a description of individual behavior under
uncertainty. While the empirical analysis is based on this conceptual frame-
work, it has been designed to allow consideration of the relevance of the ex-
pected utility model for explaining individuals' responses to risk. Chapter 7
describes the relationship between our conceptual and the empirical analyses.
The objective of this chapter is to explain the overall features of the expected
utility model and to discuss in more detail several specific aspects of the

framework that will be particularly relevant to our empirical analysis. More-

*See Lave [1981] and Huber [1983, 1984] for discussions of risk manage-
ment issues in a policy context.

T

See Weinstein and Quinn [1983a] for a good overview of some aspects of
these models and their limitations.

$+See Hey [1979], Machina [1983], or Schoemaker [1980] for discussions of
the theory and of limitations of the expected utility framework. See Fischhoff
et al. [1981], Viscusi [1983], Lave [1981], or Crouch and Wilson [1982] for
discussions of aspects of the treatment of risk in public policy decisions.



over, in developing this review we will consider, briefly, some of the difficul-
ties raised with the expected utility framework in relationship to the objectives
of our analysis.

Section 3.2 begins this overview with a review of the assumptions of the
model, an outline of the state-preference approach for describing it, and a
discussion of the implications of the treatment of contingent claims as claims
to commodities versus claims to income. In Section 3.3, the expected utility
model is used together with the assumption of state-independent utility func-
tions to describe the implications of changes in the probability of detrimental
events and the measurement of risk aversion. Section 3.4 describes the ra-
tionale for state-dependent preferences and reconsiders several of these issues
using this specification for consumer preferences. Section 3.5 discusses some
of the limitations of the expected utility model with special attention to the
issues of potential relevance to our empirical analysis; Section 3.6 summarizes

the chapter.
3.2 THE EXPECTED UTILITY FRAMEWORK AND CONTINGENT CLAIMS

Two conceptualizations of the process of individual choice under uncer-
tainty have been frequently used in economics. In the one we shall use--the
state-preference approach--the objects of choice are redefined from what is
assumed in conventional descriptions of consumer choice under certainty. They
become contingent commodity (or income) claims. This means that they are
entitlements to goods or services under specified states of nature. |If it is
assumed that an individual is uncertain over the state of nature that will be
realized at the time his consumption decisions must be made, then this frame-
work describes the individual as planning consumption choices contingent upon
which state of nature is realized. These plans are formalized through the
selection of contingent commodities. These commodity claims are valid only if
the state that is part of their description is realized. Thus, for example, an
individual cannot exercise a claim to financial resources in the event of a dis-
abling injury unless the injury is experienced.

An alternative description of behavior under uncertainty defines the ob-
jects of choice as specific parameters describing the probability distributions
for something of interest to the individual, such as a commodity or income.

What is important is that the specified source of uncertainty and the descrip-
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tion of the features of that uncertainty affect the utility realized by the indi-
vidual. For example, an individual might be selecting actions that would
change the mean income or its variance. The state-preference approach is
more general than this parametric formulation of the problem. Of course, as
we might expect, there are assumptions that can be imposed on the state-
preference formulation to reduce it to this more restrictive approach. How-
ever, for our purposes, these assumptions are too restrictive. Therefore,
since our analysis will use the first format, no attempt is made here to sum-
marize the second.

The origin of the contingent claims approach is usually associated with
Von Neumann and Morgenstern [1947], who deduced maximization of expected
utility as the type of behavior implied by a set of assumptions on the features
of decisionmaking under uncertainty. These assumptions are usually described
with some variation on three axioms: transitivity of preferences over l|otteries
(or prospects), continuity of preferences over lotteries, and the independence
axiom. A prospect or lottery involves a listing of the outcomes in each state
of nature and a specification of the probabilities for each state. Thus, if a
prospect, A, involves two states, and if state one yields W; with probability
p, and state two yields W, with probability (1-p), then prospect A would be

described as follows:
Prospect A = (W,;, Wy, p, (1-p)) .

Transitivity implies that if prospect A is preferred to prospect B, and
prospect B is preferred to prospect C, then A will also be preferred to C.
Continuity is also similar to the assumption in conventional models without un-
certainty. |If a sequence of prospects converges to a given prospect, then
the utility generated by the sequence will converge to that generated by the
given prospect.*

Independence implies that if an individual prefers prospect A toc B, then
this preference should not be affected by whether the choice of A over B is
in simple terms or if it is as a possible prize in a compound lottery (i.e., the

choice of a lottery involving A and another event C versus B and C where

*See Machina [1983], pp. 5-7, for a more complete description of these
conditions.
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the odds of A and B are the same in the two compound lotteries}. The impor-
tance of the independence assumption is that it gives the expected utility
framework its empirical content by restricting the form of the preference func-
tionals (described over the distributions of lotteries) to be linear in the proba-
bilities--or the expected utility.

With this background we can turn to the form of the model usually pre-
sented in describing specific decision problems. To start the process, assume
we have a utility function, U (X, X,), expressed in terms of commodities X;
and X,. Since we are dealing with contingent claims, to describe the choice
process we must distinguish claims by commodities and states. |If there are N
commodities and S states, we would consider N-S contingent claims for the
commodities. The conditions governing the availability of any good can be
different depending u;;cm the state of the world one is considering. |In our
example, if there are two states of the world, then there must be four contin-
gent claims for a complete description of all possibilities.*

If we assume the probabilities of states one and two are p and (1-p),
respectively, then the Von Neumann-Morgenstern utility function, V(.), will
be given as:

V (X11, X12, X21, X22; P, 1-p) = p U(Xyy, Xi2)
(3.1)
+ (1-p) U (Xg1, X3z2) ,

where

Xij = contingent claim to commodity j in state i.

To describe how the representative individual responds to uncertainty we
must specify the constraints imposed on his maximization of Equation (3.1).
Before doing this, however, we should note that concavity of U(.) assures
that V(.) will be concave. Therefore, Von Neumann-Morgenstern indifference
curves will resemble ordinary indifference curves as in Figure 3-1. This indif-
ference map is drawn holding one of the commodities constant in both states
(i.e., Xy2 and Xs,,) and allowing the state of nature to vary for the other.

The slope of the indifference curve is given as:

*We have not discussed the potential role of securities markets as a basis
for reducing the number of markets from N S to N + S. See Arrow [1964]
and Nagatani [1975] for discussion of these cases.
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Figure 3-1. lllustration of Von Neumann-Morgenstern indifference curve.
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This is simply the negative of the ratio of the expected marginal utilities for
the first commodity in each state. Of course, if we held state constant and
considered the slope in terms of X;; and X;,, commodities one and two in state
one, then it would be the conventional ratio of the marginal utilities without
probabilities since they would be equal. This feature will be important to un-
derstanding the simplification of this model that has routinely been used in
the literature. The contingent claims are generally described as claims to in-
come and not claims to commodities. Moreover, it has been argued that this
approach can be adopted without a loss in the generality of the conclusions.
We shall argue in what follows that this conclusion is not entirely true. To
do so, however, requires consideration of the constraints to individual choice.
Therefore, we must describe what limits the individual's efforts to maximize
expected utility.

The limits arise, as in conventional models of consumer choice, with a
budget constraint. This constraint can be formulated in a variety of ways.
In Equation (3.3) we maintain that the individual has an income level, y, that

constrains the planned choices of contingent commodities:

Y =537 Xi1 * 512 Xy t 527 Xgg + 525 X3z, (3.3)
where

sij = price of the contingent claim for commodity j in state i.

We could have assumed that the individual was endowed with certain levels of
contingent claims. Given fixed prices for the claims, this would also lead to
a fixed income for planned consumption.

Optimal consumption plans in this framework require that the ratio of
probability-weighted marginal utilities for claims associated with the same com-
modity in different states equals the ratio of the relevant prices and that, for
different commodities in the same state, the ratio of the marginal utilities
equals the relevant price ratio. These two cases are given in Equations (3.4)
and (3.5) below:
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where

MUX.. = marginal utility of xij'
1

It is important to recognize that these prices are for contingent claims,
not for the commodities themselves. Two aspects of this distinction will affect
the interpretation of our analysis. The first concerns the relationship between
the prices for claims and the prices of commodities and the probabilities of
states of nature. The second concerns the relationship between what might
be designated the ex ante relative prices of the commodities (not the claims)
and the ex post prices of these commodities. The first of these issues is dis-
cussed below. The second relates to an exchange between Arrow [1975] and
Nagatani [1975] and the extent to which a full set of markets for contingent
claims would lead to an ex post efficient allocation of resources. Since this
second issue is not directly relevant to our analysis, it will not be developed
further here.*

Clearly, the interpretation of these first-order conditions depends on the
relationship between the prices of contingent commodity claims and the proba-
bilities for each state. If, for example, we assume that there exists a set of
ex ante prices for the commodities X; and X, involved in these claims and that
the prices for the contingent claims to them are simply the probability-weighted
counterparts to these prices, then we can see directly an explanation for the
simplifications used in most contingent claims models. With these assumptions,

the prices for contingent claims would be defined as follows:

*As Nagatani [1975] noted, it is important to recognize the prospects for
differences in the ex ante and the ex post prices that might influence planning
for purchases of contingent claims. If we are to assume individuals know the
ex post prices, we must consider the mechanisms that permit this information
to be realized ex ante. We will not consider these issues at this point but
will return to the distinction between ex ante and ex post behavior in discus-
sion of the appropriate basis for welfare measures associated with policies that
affect risk in Chapter 4.
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Si12 = P t2 se2 = (1-p) t

where
tj = the ex ante price for the jth commodity.

With substitutions it can be demonstrated that the allocation of resources to
claims for commodities in a given state is determined by the same conditions
as in the certainty case--the marginal rate of substitution between the two
goods equals the ex ante price ratio. To the extent ex ante commodity prices
are the same as ex post commodity prices, then we can expect that the planned
consumption choices under fair markets for contingent claims will lead to the
same relative consumption incentives as the ex post relative prices would.
Moreover, the optimal allocation among claims to the same commodity for differ-
ent states of the world implies that the relevant marginal utilities will be equal-
ized.

These results and the assumptions associated with them provide the basis
for understanding the implications of defining contingent claims in terms of
income rather than in terms of commodities. In contrast to discussions of un-
certainty used to develop models for analyzing option value (see, for example,
Hartman and Plummer [1981], Plummer and Hartman [forthcoming], or Freeman
[1984a]), our analysis has not "attached" the uncertainty to a specific variable
affecting preferences. Rather, the individual is assumed to be uncertain over
the state of nature but to have access to a complete set of markets for contin-
gent claims. If these markets are actuarially fair, and if it is reasonable to
assume ex ante commodity prices are equal to ex post prices, then it is clear
that there is no need to distinguish commodities in evaluating an individual's
allocation of resources with state-independent preferences. Indeed, we could
further relax the assumptions specified above by allowing the prices of contin-
gent claims to be a product of a function of the probabilities and the ex ante
prices for each good. Provided this function was the same for all commodity
claims associated with a common state of nature, the marginal conditions gov-
erning their selections would be equivalent to the certainty case. Of course,

selections of a commodity claim differentiated across the states of nature would
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be affected. These effects could be as easily described using income claims
in lieu of commodity claims. Consequently, in nearly all work with contingent
claims models, it has been assumed that the utility function is actually an in-
direct utility function expressed in terms of income and commodity prices.
Ex ante selections of commodities are assumed to be identical to ex post selec-
tions. Uncertainty and the ability to diversify risk were assumed to affect
the allocations to income claims in each state. Since commodity choices are
conditional upon available income, it was felt this simplification did not affect
the description of individual behavior. We shall argue that, with state-depend-
ent preferences, these same arguments do limit the relevance of the analysis.
3.3 RISK AVERSION AND PROBABILITY CHANGE: STATE-INDEPENDENT

UTILITY FUNCTIONS

Risk aversion is associated with a concave utility function.* It is often
convenient to have an index of the degree of risk aversion. One of the most
popular of these measures is associated with the work of Arrow [1965] and
Pratt [1964]. It has been described by absolute and relative measures of risk
aversion. The first, absolute risk aversion, can be defined in terms of the
change in the marginal utility of income. Using the arguments discussed in
Section 3.2, we replace our utility function with the corresponding indirect
utility function and assume the prices of commodities are held constant. Let
p(yi) designate the state-independent, indirect utility function associated with
claims to income in state i, Y- Since the prices of commodities are held con-
stant, they have been omitted for simplicity in exposition. The Arrow-Pratt
index of absolute risk aversion, 6, is given in Equation (3.7), with the elasti-

city formulation--relative risk aversion, r--given in Equation (3.8):

Qj:-
)

Y

. L 1 -
8y ) =g, (3.7)
dy.

i

*The classic paper on the implications of risk aversion for behavior is
Friedman and Savage [1948]. More recently, discussions of the concept of
option value have debated the appropriate definition of risk aversion in the

evaluation of the sign of option value. See, for example, Schmalensee [1972]
and Bohm [1975].
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r-(yi ) = - Y, B(yi ) = - (3.8)

While the first of these indexes can be seen as one means of measuring
the concavity of the utility function, there are clearly many ways of providing
a measure of curvature. The appeal of this measure arises from the fact that
it bears a direct relationship to the maximum expected income a risk-averse
individual would forego rather than bear actuarially fair risks.

This can be demonstrated using a fairly direct argument. Consider an
individual who is offered the prospect we shall designate as the random vari-
able, A, of an amount, a, in state one with probability, p, but a required
payment of - %ff—ﬁ in state two with probability (1-p). The expected value of
the prospect is zero. A risk averse individual will not be indifferent between
a situation in which he accepts the prospect and where he does not. Indeed,
there is some payment, m, that he would make to avoid it. The maximum value
of this payment is one that equalizes his expected utility from making the pay-
ment and avoiding the risky prospect with expected utility of not making the

payment but accepting the prospect as given in Equation (3.9):
p B(y-m) + (1-p) u(y=n) = p p(y+a) + (1-p) u(y- 755 . (3.9)

The left side of this equation reduces to p(y-m), so we have:
u(y-n) = p p(y+a) + (1-p) p(y- %Ep—) : (3.10)

To derive an approximate relationship for n, consider a Taylor series approxi-
mation for each side of Equation (3.710). Expanding about a constant income
level y to first order terms for the left side and second order for the right,

we have:

ply-m) ~ p(y) - r:j_c;’g + £ (3.11a)

and



d d
pu(y+a)+(1*p)u(y-£§)~u(v)*ap;ff,-apg'f,

(3.5
g d? 1 B 2 dzl:;
23pdy+2 ‘Ip)ady+t’

where
€ and t = the remainders fo the Taylor series expansions.

Simplifying terms in Equation (3.11b) and setting Equation (3.11a) equal to
Equation (3.11b) (as implied by our definition of n in Equation (3.9) and Equa-
tion (3.10) ), we have:

. ndu _ T g 2 RN
H(y) ay - H(y) + 5 d_sz [p a® + (1-p) (1_p) . (3.12)
Further simplification yields
_ndp_ 1 d2
A d—y% var (A) , (3.13)
where
Var (A) = variance of a (i.e., Var (A) = E(A%) - (E(A))?).

E(A) 0 by definition of the prospect as actuarially fair.

Therefore, the risk premium is a multiple of the variance associated with the

uncertain prospect:

-

—B(V) Var (A) . (3.14)

n

The role of m in the shape of the utility function can a!so. be illustrated
with Von Neumann-Morgenstern indifference curves as in Figure 3-2. Let y
designate the constant income starting point for evaluating the degree of risk
aversion. It is given as point A on the 45° line with expected utility given a
Vo,. The uncertain prospect described earlier is illustrated by point B, a
movement along the line designating state-dependent payments that are actu-
arially equivalent to 3-/ The expected utility of B, V;, is less than at point
A. To determine n, we need only consider the maximum constant payment
(regardless of state) that would leave the individual indifferent to being at
point B. This is given by the intersection of V; with the 45° line, as at point

C. Clearly, the flatter the indifference curve, the smaller the difference be-
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Figure 3-2. lllustration of Arrow-Pratt measure of risk aversion.
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tween C and A. For given Var(A), then, large values of 6 (yi) will be asso-
ciated with utility functions that are "more concave" and exhibit greater risk
aversion. Smaller values of 6 (yi) will be associated with smaller degrees of
risk aversion.

Before discussing another aspect of the expected utility model with state-
independent preferences, it is important to note that our definition of the
measure for the degree of risk aversion was able, because of the specification
of the utility function, to avoid an important issue. This issue concerns the
reference point and institutional framework assumed to be relevant in the mea-
surement of the individual's degree of risk aversion.

In the case of state-independent preferences, the point of constant and
equal income claims across states will correspond to the optimal selection made
by an individual facing actuarially fair markets for contingent claims. This
result is readily derived by considering maximization of the Von Neumann-
Morgenstern utility function subject to a constraint on purchased of income

claims (in a two-state framework), as in Equation (3.15) below:

="V 0y1s ¥2) # & [V~ Py ys = P2 Vol 5 (3.15)

where

V{yi, y2) = p plyy) + (1-p) plyz)

s
|

price for ith contingent claim for income.
The first order conditions imply that the ratio of expected marginal utili-
ties of income claims will equal the price ratio for those claims, as in Equation

(8.16):

P dy, )
3y( 3 = % (3.16)
(1_9)_%2_ 2

Actuarially fair markets imply % = —‘IP-_p Therefore, claims will be allocated to
equalize the marginal utilities realized in each state. Since the utility function
is state independent, we can expect equality of total utility and of claims to
income. Thus, the 45° line is simultaneously the locus of income certainty,

utility certainty, and equality of marginal utilities. Selection of equal claims
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to income in deriving & relationship between the curvature of the utility func-
tion and the risk premium has rather special implications that we return to
below.

As indicated earlier, our objective is to develop a conceptual framework
and empirical estimates for a change in the probability of exposure to hazard-
ous wastes. Thus, it is important to consider how a change in the probability
of a state would affect an individual's planned consumption choices. In the
state-independent case, this is easily described. The Von  Neumann-Morgen-
stern utility function is a probability-weighted function of the utilities realized
in each state. A change in the probability of any one state changes all of
the weights (since these weights always sum to unity by definition). Thus
the indifference map must shift as the probability changes.

For the siate-independent specification, the indifference curves will pivot
about the 45° line. Along this line the claims to income will be equal. Thus,
the slope of the indifference curves are given by the probability ratio. The
marginal utilities are equal at the point of income equality (see Equation (3.2)
for the case of commodity claims or Equation (3.16) for that of claims to in-
come). Figure 3-3 illustrates the process graphically. A movement from V,
to \71 is associated with a flattening of the slope--a decrease in the probability
of state one and increase of that for state two.

Changes in p affect the risk experienced by the individual. This is easi-
ly established by considering the change in the risk premium, as in Equation
(3.17) below:

at _ 1 3 Var (A)

5p = Ee(yi) 3p (3.17)

The results are not as clearcut when state-dependent preferences are
used to describe the individual's responses. In this case, the measure of risk
aversion will be seen to also be affected by changes in the probability. It is
also important to recognize that the measure of risk itself depends on what is
assumed about the opportunities available for adjustment to risk. The most
direct way of illustrating the importance of this point is to note that we need
not initiate our evaluation of an actuarially .fair gamble at a point along the

income certainty locus.
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Figure 3-3. Illustration of change in probability on
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There are actually two distinct issues being raised in these comments.
First, by starting the analysis along the income certainty locus, we implicitly
assume that the gamble offered is the only risk facing the individual. Second,
our analysis of the risk premia assumes the individual has the equivalent of
access to actuarially fair markets. It is difficult to illustrate both points on a
single diagram. The reason is that both the indifference curves and the po-
tential budget constraints (in the case of actuarially fair markets) change in
response to changes in the probabilities of states of the nature. To attempt
to describe the effects of these problems we have made several simplifying
assumptions. The individual is uncertain about which of two states of nature
will prevail. The likelihood of each state corresponds to the odds of a hypo-
thetical fair gamble that will be presented to him. |In the absence of the gam-
ble, but with access to fair markets for contingent claims, the individual would
select a point along a budget constraint with slope :I—Fj-ﬁ
be affected by the income assumed to be available for contingent claims. Since

and the position would

the utility functions are state independent, this selection would lie along the
45° line and would yield a starting point for evaluating the effects of the fair
gamble that is equivalent to the case of certainty. However, if the individual's
choices for adjustment to the first type of risk are not actuarially fair (i.e.,
his budget constraint does not have slope %), then the starting point is not
along the 45° line. For example, using Figure 3-4, if the individual faces a
budget constraint given by the line labeled T (with slope - %), point A
would be selected as the constrained expected utility maximizing choice of
planned claims. It would not correspond to equal allocation of the planned
budget to income claims for each state.

Starting at this reference point and evaluating the second source of un-
certainty, the fair gamble leads to the potential for several different measures
of the risk premium. One could, for example, consider following the Arrow-
Pratt logic by asking what is the maximum amount the individual wouid pay
regardless of the state (i.e., state-independent payment) rather than experi-
ence the gamble. The fair gamble is given by the line with slope -1%: through
A to B. With expected utility held at the level given by V,;, we could consider
equal payments from the point A to reach expected utility V;. Constructing

a line through A parallel to the 45° line, we can determine the risk premia by
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Figure 3-4. Measuring risk aversion in absence of actuarially fair markets.
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the difference’in the coordinates of A and C, or f in the diagram. This will
differ from the value implied by initiating the analysis on the 45° line. Alter=
natively, we could consider adjustment to the expected utility implied by the
game (i.e., V;) using the contingents claims markets assumed to be available
to the individual. This would amount to comparing the coordinates of the tan-
gencies of T with V, versus R with V; and would imply state-dependent risk
premia.

It should be acknowledged that in order to place both-risks on the same
diagram we have made quite restrictive simplifying assumptions. These
assumptions can have important implications for the relationship between risk
premia and the Arrow-Pratt measures of risk aversion (see for example, Kihl-
strom, Romer, and Williams [1981] and Pratt [1982]).

The objective of this section has been to describe conventional measures
of risk aversion using a state-independent specification for individual utility.
This analysis suggested that the conventional analysis of risk premia as mea-
sures of an individual's degree of risk aversion may well be quite sensitive to
the characterization of the individual decision process. Assumptions of only
one risk, actuarially fair markets, and the income certainty reference point all
influence the measures of risk premia derived from these models. This implies
that when one evaluates the relevance of the expected utility framework in
real world circumstances, the limitations imposed by these assumptions may
well be as important to the observed performance of the framework as the ex-
pected utility model itself. Indeed, when the assumption of state independence
of preferences is relaxed, the problem of gauging the size of the risk premia
expected to be associated with risk adverse preferences becomes even more
difficult.

3.4 THE IMPLICATIONS OF STATE-DEPENDENT UTILITY FUNCTIONS

A state-dependent description of preferences has often been regarded as
a contfover*sial, if not an inconsistent, specification for an individual's prefer-
ences. Early discussion of this possibilify by Malinvaud [1972] seemed to imply
that the specification simply reflected an inadequate specification of the model.
The recent literature has seen a change in attitude, with growing acceptance
of arguments made by Cook and Graham [1977] and Arrow [1974] (earlier in a

somewhat obscure source) on the potential importance of the state-dependent
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specification.* While Arrow's arguments focused on the modeling of insurance
decisions involving health risks, we will argue that they have relevance to a
wide range of risks. In justifying the state-dependent specification for his

example, Arrow observes that

income is not the only uncertainty, especially in the context of health
insurance, and only under special and unrealistic circumstances can
it be held that the other uncertainties have income equivalents.
Put loosely, the marginal utility of income will in general depend
not only on the amount of income but also on the state of the indi-
vidual or, more g_neraily, on the state of the world. (Arrow [1974]
p. 2, emphasis added)

Arrow also suggests that a state-dependent formulation can be derived from
an axiomatic framework provided that we maintain that there are effects to an
individual of being in a state that do not correspond to or translate into de-
cisions on purchases of goods or services or other types of income allocations.
Thus, an individual's utility is affected by the state of nature, but there is
no explicit relationship between how it is affected and changes in market-based
economic activities. The state-dependent formulation implies that some conse-
quences are not only impossible but irrelevant to some states of the world.
As a result, the axiom (often postulated in the conventional framework) sug-
gesting that a consequence under any one state of the world is possible under
any other cannot be accommodated with the state-dependent specification.
The use of a state-dependent formulation has a number of implications.
Three are of direct relevance to our analysis:
1. Under a state-dependent specification, planned consumption
activities will be distinct from ex post consumption choices even
if the individual is assumed to face complete and actuarially

fair markets for contingent claims with ex ante and ex post
commodity prices equal.¥f

*More recently, state-dependent utility functions have received consider-
able attention. See Karni [1983a, b], Karni, Schmeidler, and Vind [1983], and
Dionne and Eickhoudt [1983].

tThis conclusion is simply an alternative statement of the fact that, with
state-dependent preferences, the ex ante or planned expenditure function will
not necessarily equal the expected value of the ex post expenditure functions
associated with consumption choices made under each state of nature.
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2. Measurement of risk aversion in a state-dependent framework
is a more complex and arbitrary process when the measures
are required to have a relationship with a risk premium.

8. Violations to the behavior implied by the expected utility frame-
work can largely be explained within a state-dependent specifi-
cation for utility.

We will consider the first two of these implications in this section and return
to the last as part of the brief overview, in the next section, of some of the
violations to the expected utility framework encountered in studies of individual
behavior under experimental conditions.

To consider the first implication of the state-dependent formulation, we

must return to the specification of individual choice developed in Section 3.2

and modify Equation (3.1) to reflect the state dependency as given below:

v (X11/ X12, X21, X22; P, (1-p)) = p Uy (X711, Xi2)
(3.19)
+ (1-p) Uz (X271, Xa2) .

The subscript to each utility function indicates different preferences for com-
modities one and two. These differences can arise, as Arrow [1974] and Cook
and Graham [1977] have suggested, through some omitted factor that affects
preferences and is conveyed '"outside the available markets" with the state of

nature (i.e., Ui()<i Xi2) might equal U(X”, Xiz’ Zi)')' For our purposes,

'
this source of statL dependency need not be specified at this stage of our
analysis. However, it will be more important to the planning for our empirical
results. Indeed, state dependency can be regarded as a reflection of our ig-
norance of the factors that influence individual utility. Therefore, by adopting
this specification to model decisions under uncertainty, we are acknowledging
that there are aspects of the events at risk (or the risk itself) that affect
individual well being and that we cannot identify. Given our incomplete infor-
mation, it is prudent to assume that state of the world can matter to an indi-
vidual's utility.

Repeating the constrained maximization of Equation (3.19) subject to a

budget constraint as defined with Equations (3.3) and (3.6) yields require-



ments for equality between the marginal rates of substitution and relative
prices for the two commodities in each state and equality of the marginal utility

for each commodity overstates as in Equation (3.20) below:

MUl = MU2

Xll ><21

) , (3. 20
MU = MU .

X12 X2

However, these conditions do not imply that the levels of contingent claims
for each commodity will be equalized across states. Accordingly, the allocation
of income to each state will differ. Thus, the locus of income certainty and
that for utility certainty will diverge, as illustrated in Figure 3-5. As Arrow's
justification for state-dependent preferences suggested, the nature of the
change in the marginal utility of income across states will determine where the
optimal allocation of income among contingent claims will be in relationship to
these loci. Indeed, this relationship forms the basis for the Cook-Graham
classification of commodities into irreplaceable (both normal or inferior) and
replaceable.

Moreover, these considerations have direct implications for the use of the
expected utility framework. Consider, for example, the expenditure function
that would describe an individual's planned consumption of the two commodities
as price, income, and probabilities changed. This function is defined, for

the two-state, two-commodity case, by Equation (3.21):

Minimize E = SHX“ + 512X12 + 521X21 + 522X22

_ (3.21)
SUD}ECt to V = pUl(Xll, X12) e (1"p)U2(X21;X22) .
The planned expenditure function would then be given as follows:
E = E(s11, S12, S21/+ S227 P, (1-p), vy . (3.22)

With the state-independent specifications, we assume U;(.) = Uy(.). Moreover,
with actuarially fair markets for contingent claims, Equation (3.6) would

describe the relationship between the prices of claims and the probabilities.
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Figure 3-5. The distinction between income certainty and utility
certainty loci with state-dependent preferences.
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Taken together, they imply that 9E/3p 0 and that the planned or ex ante
expenditure function would correspond to conventional static expenditure func-
tion.* In effect, the choice of the two commodities is unaffected by the exist-
. ence of uncertainty. Moreover, the valuation of policies that might affect the
prices of one or both of the commodities, provided it does not affect the
actuarially fair nature of these markets, can be determined using the static
expenditure function. This appears to be one of the implications of Debreu's
[1959] characterization of the process. Uncertainty does not affect the nature
of planned behavior‘.Jf Moreover, it provides the basis for reassessing the
definition of concepts of welfare change in the presence of uncertainty. We
have referred to this reassessment as a consideration of the perspective for
benefit analysis. When ex ante and ex post characterizations of the determi-
nants of an individual's expenditures are equivalent, there is no distinction
between ex ante and ex post measures of a welfare change (provided, of

course, that ex ante and ex post commodity prices are the same). However,

*|If we describe the constrained optimization as
G = ptyXy1 + ptaXyz + (1-p)tyXp,
+ (1-p)taXaz + ALV - pU(X11,X12) = (1-p)U(X21,X22)]

with first order conditions

3G y _ au %
(a) 3)(11 I ptl Ap axll ’
3G . ) U _
(b) 8X12 = pt2 A‘p 8X12 - O
3G  _ : ) sl L S0
©) 3% = (-P)ty A(1-p) ge= 0
3G _ ) . TR - | I
BG . 7 4 - ’
(e) & =V - PUX11,X2) - (1-p)UO%; ,X22) = 0

then (a) and (c) together with (b) and (d) imply that X;; = Xy and X5 =
X25. Consequently, the problem can be reduced to an equivalent statement
omitting distinctions for states of nature.

TThis requires that ex ante and ex post prices will be the same.
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when these expenditure functions are different, the measures of changes in
well-being they imply will be different. Consequently, we will return to the
specific implications of these distinctions in Chapter 4.

However, when we relax the assumption of state-independent preferences,
this reduction of the planned expenditures to the ex post function is not possi-
ble. This is easily established by considering the change in planned expendi-
tures with a change in the probability of state one under the two cases.

We can, without loss of generality, use claims to inmcome in the state-
independent case. Maximization of expected utility subject to fair markets will

imply that %}é (y1) = % (y2), that p(yy) = (yg), and, therefore, that y; = y,.
The change in the ex ante expenditure function is given in Equation (3.23)
below:

9E _ L 9yy ) N2 =

This result follows because the first term on the left of Equation (3.20) is zero
and the last two sum to zero, since expected utility is held constant.*
By contrast for the case of state-dependent preferences, maintaining the

four contingent commodities identified in Equation (3.19), we have

dE _ t; (Ups-Uy)
—B‘ e (BU + (tl X11 + t2 X12) = (tl XZ1+ az X22) . (324)
9X 11

If we treat claims to income as akin to Hicksian composite commodities (i.e.,

with fixed prices t; and ty), we can rewrite Equation (3.24) as follows:

oF _ Mo = 4
3p ET * (yi - ¥2) . (3.25)
Y1

*The total differential for the Von Neumann-Morgenstern utility function
in this case is given as:

dv = ply1) - ulyz) + p p'(y1) a—g—; + (1-p) u'(y2) %2;5 :

Since p(y;) = p(yz2), and p'(yy) = p'(y2) Y1 = Y. In addition, the constancy
of expected utility implies that
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where the marginal utility of income for state one is given as follows:

8U]
Oy - 93Xy
Y1 5]

The measurement of risk aversion with state-dependent preferences must
also be distinguished from the state-independent case. Of course, it should
be acknowledged that the difficulty arises in relating measurés of the concavity
of each state's utility function to a single risk premium (or to a set of risk
premia). It is always possible to measure risk aversion in terms of the degree
of concavity of each state's utility function. What is at issue is developing a
numerical index of how concavity would affect a risk averse individual's re-
guired risk premium when confronted with an actuarially fair gamble.

Two aspects of the extension to the state-dependent case are important.
First, as we noted for the state-independent case, we must define the appro-
priate reference point. Second, it is important to consider the role of the
institutions available for diversifying risk in judging an individual's risk premi-
um. However, that analysis did not pursue the full implications of institutions
for risk premium. Indeed, the Arrow-Pratt definition imposes an institution
(or payment mechanism) by assuming constant payments across states.

This requirement is not essential to the characterization of the individual's
attitude toward risk. Before de.veloping this argument in detail, consider
Karni's [1983a] approach for measuring risk aversion with state-dependent
preferences. He observed that, in the state-independent case, the coincidence
of the income and utility certainty loci together with the locus of equilibrium
selections of claims to income in the presence of actuarially fair markets elimi-
nates a difficult choice--what is the relevant reference point and how should
it affect the adjustments assumed possible for the individual?

Karni [1983a] argues for the locus of claims to income that will assure
equality of the marginal utilities of income. In evaluating an actuarially fair
gamble, regardless of the starting point, his analysis would measure risk
premia in terms of points equivalent to the starting and ending positions in
terms of expected utility but lying on the locus of equal marginal utilities.

Figure 3-6 illustrates his case, where A designates the individual's initial
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Karni Locus

84

Figure 3-6. lllustration of Karni's measure of risk aversion with
state-dependent preferences.
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endowment. Regardless of the size of the change that is offered as a fair
gamble, Karni's proposal focuses on the most preferred point along AA'--the
point B where expected utility would be greatest. At point C, the individual
realizes the same expected utility as A. 'The maximum amount that would be
paid for these fair prices corresponds in this setting to state differentiated
payments--m, in state one and n, in state two (with ny # m; in general).

This analysis could also have considered measuring risk in terms of the
utility certainty locus, where there is no risk experienced. If D D' designates
this locus in Figure 3-6, a different set of premia would have been relevant--
namely, &, and &§;. Which choice is best depends on how the risk measure is
to be used. And it is for this reason that our discussion of the role of differ-
ent opportunities for diversifying risk must be considered in appraising the
degree of risk aversion of an individual. Simply stated, an individuai's aver=
sion to the risk introduced by an uncertain situation will depend on his exist-
ing opportunities to adjust to risk.

The definition of the Arrow-Pratt measure selects as a reference point
the riskless locus of equal total utility in each state for the case of state-
independent utility functions. This is only relevant if this point characterizes
an individual's initial position. Moreover, the definition of the risk premia
maintains state-independent payments. For the case of state-independent util-
ity with actuarially fair adjustment opportunities, this point will be the selec-
tion. However, it will not be the selection if opportunities for adjustment do
not imply constant risk premia regardless of state. Consider the case given
in Figure 3-4. |If the individual were allowed to adjust based on the existing
prices of claims (i.e., ry; and ry), the expected utility equivalent of B selected
would have been G, not C. Our measure of risk aversion would depend upon
how we treated the state-differentiated premia implied by G. Similarly in the
state-dependent case, the Karni reference set could be redefined to be the

locus of income claims where MUW/MU r-1/r-2 and risk premia measured

with reference to it. This appr‘oachy\.zvould also yield state-differentiated
premia, and its implications would depend on how they were weighted in deriv-
ing a composite index of risk.

At first this may seem to simply add to the confusion associated with

characterizing the degree of risk aversion. We think this is an inappropriate
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interpretation. The Arrow-Pratt concept of a risk premium is simply one way
of characterizing an individual's valuation of avoiding a risky situation. By
demonstrating that it is sensitive to the specification used to characterize indi-
vidual preferences and the opportunities available for adjusting to risk (i.e.,
the nature of markets for contingent claims), this section provides the basis
for our conclusion, in Chapter 4, that the valuations of risk changes derived
from the planned expenditure function will themselves depend on what is
assumed about the individual's opportunities to adjust. The problems associ-
ated with defining an index of risk aversion with state-dependent preferences
are reduced in this case because the changes in state-dependent payments are
combined using prices of claims to form the change in planned expenditures.
Thus, these results are a tangible reflection of the point made by Cook and
Graham [1977]: the valuation of a change in p depends on the individual's
existing opportunities to adjust to risk. We have simply generalized this argu-
ment to acknowledge its importance to the characterization of an individual's

risk aversion.
3.5 THE PERFORMANCE OF THE EXPECTED UTILITY FRAMEWORK

For the most part, evaluations of the expected utility framework, based
on laboratory experiments, have questioned its relevance to real-world deci-
sions. Indeed, Schoemaker's [1982] recent review article concluded its apprai-
sal by noting that

As a descriptive model seeking insight into how decisions are made,

expected utility theory fails on at least three counts. First, people

do not structure problems as holistically and comprehensively as

expected utility theory suggests. Second, they do not process

information, especially probabilities, according to the expected utility
role. Finally, expected utility theory, as an "as if" model, poorly
predicts choice in laboratory situations. Hence, it is doubtful that

the expected utility theory should or could serve as a general

descriptive model. (Schoemaker [1982], p. 552)

A comparably pessimistic view of the prospects for the expected utility
framework can be found in Slovic and Lichtenstein's [1983] interpretative eval-
uation of the evidence on the extent of preference reversals in the literature.
They concluded by calling for a radical modification in the expected utility

framework. More specifically, they observed that
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This review has attempted to show how preference reversals fit into

a larger picture of information-processing effects, that as a whole,

pose a collective challenge to preference theories for exceeding that

from reversals alone. These effects seem unlikely to disappear, even
under rigorous scrutiny. Moreover, anything less than a radical
modification of traditional theories is unlikely to accommodate these

phenomena. (Slovic and Lichtenstein [1983], p. 603)

These are two of a number of examples of the criticisms of the expected
utility framework that could be cited based on the contradictions to it observed
in laboratory experiments involving individual decisionmaking under uncertain-
ty. While the typical advocate for the expected utility model can always argue
that the laboratory is not the real world and that a contradictory performance
pattern in the former does not necessarily imply the same for the latter, this
position has nonetheless become an increasingly difficult one to adopt. Indeed,
as Machina [1983] has observed in discussing a similar criticism of the results
from experiments that did not involve real money,

if the primary defense of the expected utility mode as a real world

descriptive model rests on the presumed "rationality" of the typical

economic agent, it seems odd to then assert that such agents are

not rational or competent enough to correctly state how they would

behave in some simple proposed choice situations. (Machina [1983],

p. 90)

There has been a growing tendency to argue that analyses involving the
expected utility model are purely theoretical and to "apologize" for its use in
empirical analysis. Since our theoretical analysis as well as our specification
of hypotheses and models for analysis with the survey results will begin from
conceptual analysis of individual behavior based on the expected utility frame-
work, it is important to review these experimental violations and to consider
how they might influence our research efforts.

Machina [1983] has recently prepared a detailed state-of-the-art appraisal
of the theory of individual behavior involving risk including a careful appraisal
of this experimental work. Our review will be based in large part on his
work, supplemented by the earlier work of Schoemaker [1980, 1982], Slovic
and Lichtenstein [1983], and others who are identified as they become rele-
vant.

Evaluations of the expected utility model have tended to focus on two

axioms--the independence axiom, the most specific assumption in terms of its
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effect on the model--and the transitivity axiom. The examinations of independ-
ence have found a wide variety of conditions that appear to lead to violations.
For example, a common outcome is that consistent ratios of probabilities across
pairs of prospects can lead to violations of choices that would have been ex-
pected based on the expected utility framework. Equally important, experimen-
tal behavior exhibits responses that are overly sensitive to changes in low
probabilities for extreme or outlying events, a result that is inconsistent with
the independence axiom. The violation of the independent condition is impor-
tant because it is crucial to our ability, using expected theory, to recover
the Von Neumann-Morgenstern utility function. Under this theory, all legiti-
mate recovery methods should yield the same utility function up to a positive
linear transformation. Yet, a number of studies have found contradictions to
this result. Equally important, violations have been found with the transitivity
assumption, with the most important of these involving preference reversals.
These reversals arise in the rankings individuals assign to risky prospects in
comparison to the certainty equivalents they describe to be relevant to those
prospects. Clearly, these findings are important for any attempt to measure
empirically the values of reducing hazardous waste risks.

The most relevant question for benefits measurement is: How does one
proceed in light of the empirical evidence for expected utility theory? Rather
than consider the specific details of each of the types of experiments that have
led to this questioning of the expected utility framework, we accept findings
at "face value." Yet, we do not conclude that the framework is irrelevant for
describing behavior under uncertainty. There are several reasons for_ this
conclusion. First, all of the models have been based on a state-independent
specification for the utility function. Once this assumption is changed, predic-
tions concerning real world responses become much more difficult. Arrow
[1974] anticipated this conclusion in his discussion of the role of state depend-
ency of the utility for the insurance decisions of households. Indeed, he ob-
served that the state-dependent specification for utility posed significant prob-
lems for the behavioral interpretation of probability. Specifically, he noted
that

The expected utility theorem or hypothesis, especially in conjunction

with the Bayesian concept of subjective probability, implies the
meaningful separation of tastes (as represented by the utility func-
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tion) from beliefs (as represented by probabilities). But in the form

(3) [the state-dependent specification], this separation is no longer

operational... No set of observations can distinguish the probabili-

ties from the utilities. (Arrow [1974], p. 6, n.1.)*

Unfortunately, this potential explanation for observed vioclations has not
been considered in any of the literature that is critical of the expected utility
fr‘amework.T This is surprising since all of the proposed alternatives address
the violations by specifying decision frameworks in which the separation of
tastes and probabilities is also not really preserved. ‘

Of course, we would not want to "over interpret" the importance of state
dependency for the simple laboratory setting. In most of these cases, poten-
tial sources of state dependency for individuals' utility functions cannot be
identified. Winning or losing is not a sufficient explanation. Thus, state de-
pendency offers, in our judgment, a more plausible explanation for violations
observed in real world settings.

There are alternative explanations short of the "radical modifications"
called for by Slovic and Lichtenstein [1983]. Indeed, they build upon much
of the research in psychology on risk-taking behavior. This work has tended
to call for models that replace either or both of the tastes/probability formation
dimensions of the expected utility framework. For example, the assumption of
cognitive limitations to decisionmaking has often led to the acceptance of a
model that assumes bounded rationality to describe individual behavior. Indi-
viduals are postulated as using simplified models of complex processes or deci-
sion circumstances and as acting according to those models. These frameworks
could be consistent with probability assessments as they have been used in
the expected utility framework. Clearly, this interpretation is consistent with
the recent results of Viscusi and O'Connor [1984] with respect to compensating

wage differentials and job risks.

*Arrow attributes this insight to an unpublished paper by Herman Rubin.

?Machina’s [1982] work comes closest to identifying this point. His paper
on the expected utility framework without the independence assumption analy-
ses behavior in response to distributions of probability mass defined over pay-
offs rather than states and does recognize that the assumption of the equiva-
lent of a state dependency would be one means of establishing consistency be-
tween the violations to the independence axiom and a reformulated expected
utility hypothesis.
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Alternatively, we might assume individuals utilize judgmental heuristics
(Tversky and Kahneman [1974]) to appraise probabilities. In this case,
assessments of probabilities for specific events or outcomes depends on how
representative the event is, the availability of information, and use of the most
familiar aspect of the event to form an initial judgment with subsequent adjust-
ment based on its other aspects.*

Both of these views of individual decisionmaking are part of a process of"-
trying to model how individuals process information. In our view, this proc-
essing need not be inconsistent with the expected utility framework. Analysts
may simply have done a poor job at communicating the experimental conditions
or the problems at risk with respondents. In the real world, some situations
involve repeated experience with uncertain phenomenon. With repeated trials,
individuals are likely to improve their ability to form assessments of probabili-
ties, and we would therefore expect this experience to influence the results
of evaluations of the expected utility model. By contrast, in the context of
laboratory experiments, the same opportunities for learning are usually not
available. Consequently, the analyst must communicate the information to par-
ticipants to assure that this information can be acted upon in ways that are
comparable to decisions in the real world.

To deal with this requirement in our own analysis, we report in Chapter 8
the results of an extensive set of discussion, or focus group, sessions con-
ducted as a part of the process of questionnaire development. These activities
were used to determine the wording, the methods for explaining probabilities,
and the events at risk. They build on the experience of psychologists in their
attempts to' model decisonmaking under uncertainty but do not dismiss the ex-
pected utility framework. They were an essential dimension of the research
design and were required to respond to these violations to the expected utility

framework.
3.6 SUMMARY

This chapter has provided a brief review of the state-preference approach
to modeling individual behavior under uncertainty. This framework offers the

*See Wallsten [1980] for a comparative analysis of the psychological ap-
proaches to decisionmaking under uncertainty.

3~33



most flexible approach for evaluating the role of risk in decisionmaking. States
of nature can be defined to conform to the specific features of each problem.
The individual is viewed as planning consumption contingent upon which of
these states is realized. The constraints to these plans define the opportuni-
ties the individual has to adjust to the risk posed by uncertainty in the state
of nature.

Our review has largely focused on the expected utility model to describe
individual behavior. Within this framework we have considered the implications
of how individual preferences and constraints are defined. Since most of the
literature has adopted a state-independent specification of preferences and im-
plicitly adopted the case of actuarially fair markets as a reference point, the
analysis in this chapter has considered the effects of modifications in this
assumption for the expected utility description of behavior.

Two points are especially relevant to the empirical analysis reported later
in this wvolume. First, conventional measures of the extent of risk aversion
have been based on state-independent preferences and have implicitly main-
tained a specific institutional mechanism for adjustment to risk. When both
state-independent preferences and fair markets are maintained, the restrictive
nature assumptions used to define the Arrow-Pratt index of risk aversion is
not as easily identified. However, once each of these assumptions is relaxed,
the definition of risk premia associated with actuarially fair gambles will depend
on what is treated as the reference point and the opportunities the individual
is assumed to have available for adjusting to risk.

Second, the wviolations to the expected utility framework's assumptions
found in experimental studies do not necessarily imply it is an inappropriate
basis for organizing our survey results. We have argued that these findings
imply the approach used in our questionnaire and survey must reflect an
understanding of how to communicate risk and changes in risk to individuals.
Moreover, these findings provide support for the adoption of a state-dependent
specification of preferences. All of the tests of axioms of the expected utility
framework have maintained a state-independent specification for individual pref-
erences. As Arrow observed, state dependency, by eliminating the separation
of tastes and beliefs, provides a mechanism for accommodating most of the in-

formal and formal models of individual decisionmaking proposed as alternatives
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to the expected utility framework. Of course, it is simply a reflection of our
ignorance. Until we can specify the factors that lead to state-dependent pref-
erences and identify how they affect the marginal utility of income, we do not
have a framework that offers sufficient understanding of individual decision-
making to permit predictive evaluation of individual responses to risk. Conse-
quently, one dimension of our empirical analysis will be to identify the attri-
butes fo risk that might affect how individual preferences vary with the states
of nature associated with our problem--the management of the disposal of haz-

ardous wastes.
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CHAPTER 4

THE ROLE OF THE EX ANTE AND EX POST PERSPECTIVES IN
MEASURING WELFARE CHANGES UNDER UNCERTAINTY

4.1 INTRODUCTION

The need to value reductions in risk, which result from regulatory ac-
tions pertaining to hazardous wastes, has significant implications for trying to
use conventional benefits measurement practices. In an attempt to address
the most important of these implications, this chapter reconsiders the con-
ventional practices of benefits measurement in the absence of uncertainty
and then addresses the role of analytical perspective--i.e., ex ante versus
ex post--for the process of measuring changes in welfare under uncertainty.
Section 4.2 outlines the ways in which the effects of policy actions have been
described in the past and how these effects would differ under conditions of
uncertainty. Section 4.3 explores the applicability of the ex ante and ex post
analytical perspectives for measuring the welfare changes from policy actions
governing hazardous waste management. Section 4.4 defines use and intrinsic
values within the ex ante framework, and Section 4.5 summarizes the implica-
tions of the ex ante framework for the definition of valuation concepts for risk
reductions and further research on welfare measurement in the presence of

uncertainty.
4.2 BACKGROUND

As it has been developed in applied welfare economics, the theory and
practice of benefit measurement has largely been concerned with valuing goods
or services under conditions of certainty. In evaluating the benefits associated
with a regulation or other policy action, the practice has been to relate the
action involved to some change in the prices facing individual households (and

firms) or to the quantities of goods or services they consume under defined
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conditions of access.* Once these changes are described, valuation measures
can be defined in a Marshallian (i.e., holding household income constant) or
Hicksian (i.e., holding household utility constant) framework. As a rule, the
household has been assumed to select its consumption choices in a world of
certainty, and the policy change itself is assumed to be certain. Of course,
most of the specific applications of benefits analysis have acknowledged the
difficulties associated with translating the specific policy decision into an im-
plied price or quantity change. In some cases, these diffitculties have led to
efforts to define a range of scenarios in an effort to capture the uncertainties
inherent in describing the intervening mechanism that connects the policy to
the outcome. Indeed, the use of scenarios designed in this way has come to
be accepted as one way of reflecting the implications of this form of uncertainty
for the results of benefit-cost analyses.

This kind of uncertainty might be called planner's or policy uncertainty.
Analytical models and concepts such as statistical decision theory, the value of
information, and quasi-option value have been developed to help policy analysts
deal with this type of uncertainty. In particular, these methods attempt to de-
velop approaches to organize information and decision rules that explicitly take
account of the uncertainty concerning the magnitudes of variables relevant to
their decisions (e.g., benefits and costs). However, none of these analytical
tools recognizes that individuals will modify their decisions in the presence of
uncertainty. Consequently, uncertainty facing economic agents can affect how
they will value the services (or price change) delivered by a policy.

In this chapter, we develop a working description of individual uncer-

tainty--that form of uncertainty faced by individuals who are users or poten-

tial users of an environmental resource. For example, individual users of a

*The term conditions of access in this context refers to how the individual
is allowed to use a resource. Where private firms do not decide the amounts
to be available (e.g., a government agency providing "protection" from risks
of exposure to hazardous wastes through regulations), conditions of access
can involve nonprice rationing conditions and/or uncertainty over the levels
available for any specified set of terms. This means that an individual might
be viewed as bidding for an improved likelihood of realizing some desirable
state. Mdler [1984] has recently demonstrated that a change in the probability
of some desired state characterized in terms of having more of some environ-
mental amenity (or other commodity) can bé treated as equivalent to a change
in the quantity of the amenity with unchanged odds.
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contaminated groundwater aquifer may face a higher probability of developing
cancer. Similarly, individuals may also be uncertain whether a particular
unique and irreplaceable environmental resource will be available for their use
at some future date, or they may be uncertain whether they will actually want
to use that resource in the future.

To consider the implications of this type of uncertainty, we need to spe-
cify the model describing how household choices are made in the presence of
the uncertainty of interest and then evaluate the welfare ‘implications of the
proposed changes within it. That is, the analytical problem is to explicitly
incorporate uncertainty in the models of individual choice and to deduce the
implications of that uncertainty for the measurement of welfare changes associ-
ated with policies dealing with environmental resources. The resulting benefit
measures will differ from those derived under the assumption of certainty.

As we noted in the preface to Part |, we have adopted the expected util-
ity framework as the basis for describing individual choice under uncertainty.
Based on this framework, Chapter 5 develops the specific benefit measures
proposed for valuing reductions in the risks of exposure to hazardous wastes.
However, before proceeding to a discussion of these proposed benefit measures,
it is important first to consider the implications of individual uncertainty for
existing benefit analysis and the analytical perspective used in benefit analysis.

Most conventional analyses have described policies in terms of changes in
either prices or quantities (because these have been the basis used to define
the available welfare measures). Using this type of approach to incorporate
individual uncertainty would require that we specify a model of individual deci-
sionmaking under uncertainty to describe how individuals would value some
changes in the price or quantity of an environmental resource under these
circumstances and then use it to evaluate the policy-induced change. Alterna-
tively, we might describe the policy as changing the nature of the uncertainty
itself. In this case, we would be focusing on a set of new parameters that
are added to the exogenous factors that affect household behavior with the
introduction of uncertainty--namely, the probabilities of the states of nature.
These probabilities could reflect the individual's uncertainty as to the vector
of prices in alternative states of nature, the incomes to be received in alterna-

tive states, or the magnitude of some other state variable describing conditions



that are important to an individual's utility, including health status, availability
of an environmental resource, and so forth.*

The second aspect of this reconsideration concerns the measure of indi-
vidual welfare--what we have designated the "perspective for welfare analysis,"

T

ex ante or ex post? An ex ante perspective is one in which we view the in-
dividuals as planning actions that he would take contingent upon the state of
the world. It may be tempting to suggest that, in an ex ante framework, a
measure of the change in an individual's welfare as a result of a policy increas-
ing the likelihood of some desirable outcome is the individual's willingness to
pay for the change before the uncertainty over states of nature is resolved.
Indeed, several studies have used this convention (e.g., see Jones-Lee
[1974]). However, this definition makes a subtle assumption. When we con-
sider an individual's planned consumption, we define those plans for each state
of nature. That is, consumption choices are described as contingent in that
they suggest what the individual would plan to do as if the state of nature
were realized. By specifying a constant willingness to pay, we are implicitly
assuming it will be made irrespective of the state of nature. Therefore, this
very definition includes an assumption about the mechanisms constraining how
an individual can plan. |If plans involve contingent consumption choices, there
is no reason that we cannot define contingent payments--the payments an indi-
vidual would be willing to make in each state of nature if the policy was imple-
mented. Indeed, the appropriate welfare change measure would be the set of
payments with the policy that yielded the same expected utility available with-
out the policy and without the payments. Of course, there is not one such
set of payments but an infinite set of payments. Indeed, this is simply one
description of the Graham [1981] willingness-to-pay locus.

How, then, does one define a welfare change in an ex ante framework?
It would seem that the definition itself requires an assumption with respect to
what characterizes the institutions available for individual adjustments. In

short, what are the constraints to how these payment vectors might be defined?

*This is consistent with the approach adopted by Cook and Graham [1977]
and more recently proposed by Simmons [1983].

TThis question was first raised in the context of environmental ‘regulation
by Smith and Desvousges [1983].
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Once this is specified, the appropriate welfare measure is the change in the
planned expenditures required to realize a constant expected utility under the
policy compared to the planned expenditures required for that level of utility
without the policy. Clearly, that expenditure function is defined conditional
upon the specification of mechanisms constraining the state-dependent pay-
ments.

By contrast, an ex post definition requires two analyses to define the
willingness to pay. The first considers an individual's willingness to pay for
the outcomes implied by the policy action under each of the possible states of

nature. These evaluations must be conducted with each outcome considered

as a choice in the absence of uncertainty. The second step involves the calcu-
lation of the expected value of these individual state-specific welfare measures--
i.e., generally, the expected value of the compensating surplus values associ-
ated with each state.

It should be clear that these two perspectives on the treatment of uncer-
tainty (i.e., ex ante and ex post) need not yield the same valuation estimates.*
One important element affecting differences in these valuation estimates is the
set of opportunities available for diversifying risk. An individual's valuation
of a change in the probability of some adverse event will depend upon the

T

extent to which the event can be insured against.’ For example, if the events
can be expressed exclusively in financial terms, a risk-adverse individual,
with access to actuarially fair insurance, will insure until he is indifferent to
the outcome (in ex ante terms).¥ These two features are further discussed
in Section 4.3 below.

Use values have generally been defined as some form of consumer surplus
(either Marshall's consumer surplus or the Hicksian compensating or equivalent

measures). These are ex post measures of benefits. By contrast, the timeless

*As we show in Section 4.3, it turns out that much of the controversy
over option value can be interpreted as a question of perspective. See Bishop
[1982] and Smith [1983] for recent reviews of the option value problem. The
question of perspective has considerable relevance to the controversy over
estimating the wvalue of '"statistical lives." See Ulph [1982] for further dis-
cussion.

tThis point was clearly demonstrated by Cook and Graham [1977].

#This conclusion assumes state-independent utility functions.



definition of option price is based on an ex ante perspective. Therefore, one
component of the nonuser benefits, the option value, actually mixes these two
perspectives by decomposing the option price into the expected consumer sur-
plus and the option value. This mixing of perspectives arises because meas-
ures for distinct components of the total benefits derived from environmental
resources have been defined from what are fundamentally different models of
the individual's decision process. Yet the results are treated as if they were
fully compatible. In the next section we present an introduction to the issues

associated with classifying the types of benefits within an ex ante framework.
4.3 EX ANTE VS. EX POST PERSPECTIVES

An ex ante social welfare function makes social welfare a function of the
expected utilities of the individuals in the society, while an ex post social wel-
fare function makes social welfare equal to the expected value of the social
welfares realized in alternative states of nature. The choice of an ex ante
versus an ex post welfare measure involves fundamental questions of welfare
theory--in particular, the role of equity in societal welfare and the way equity
is defined. Broadly speaking, ex ante social welfare functions reflect a social
concern with the equity of opportunity in the expected wvalue sense, while
ex post social welfare functions reflect a concern with the equity of cutcomes.

Consider a society that has adopted a social welfare function reflecting
its ethical judgments concerning equity and has undertaken the redistributions
of wealth and/or taxes and transfer payments necessary to achieve a social
welfare maximum at some given point in time. Suppose also that new invest-
ment opportunity is being considered that would alter the distribution of in-
comes and utilities in different ways in various states of nature. If the project
is undertaken, then society will wish to levy taxes and make compensating pay-
ments to restore the optimum distribution of outcomes after the state of nature
has been revealed. The consumer surplus changes provide a basis for deter-
mining the required taxes and compensation, and the expected value of aggre-
gate consumer surplus is an indicator of whether the payments can be made
without making anyone worse off.

Now let us assume that the society has chosen an ex ante social welfare
function. Thus, the focus of attention for benefit-cost analysis is changed to

expected utilities and their monetary equivalents. How are these monetary
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equivalents to be measured? Option price is only one of mény possible ways
of defining a monetary equivalent for a change in expected utility. We will
show that the appropriate way of defining the monetary equivalent depends
upon particular circumstances, including the opportunities for diversifying
risks through contingent claims markets and the institutional feasibility of en-
forcing alternative contingent payment schemes.

The expected value of consumer surplus is an ex post measure in that it
focuses on the realized outcomes of policy choices. Evaluating policies in terms
of the planned expenditures required to maintain a constant expected utility,
which may reflect risk aversion, is the basis for ex ante welfare measurement.
Option price is an ex ante measure of the increment associated with planned
expenditures under one institutional framework for making state-specific pay-
ments. In particular, it is that state-independent payment that makes the
expected utility with the policy exactly equal to the expected utility without
the policy.

The presence of uncertainty for measuring individual welfare creates dis-
tinctions between ex ante and ex post perspectives analogous to those dis-
cussed by Ulph [1982] and discussed above for the specification of society's
welfare function. To illustrate these differences in specific terms, consider
the ex post case and the conventional description of consumer choice, where
individual decisions are assumed to be made under conditions of certainty. In
this setting we can describe the individual as minimizing the expenditures made
on all goods and services to realize a given utility level. If Xi describes the
consumption of the ith commodity, Pi its price, and U(Xy, X2, ..., Xn) the
individual's utility, then Equation (4.1) defines the expenditure (or cost) func-
tion for the individual:

n
E(P1, Py, ooy P, ) = Min [ 2 PX| U = UKy, Xp oony X1 . ((401)
i=1

Two further assumptions must be made. First, we will assume that the re-
source is a nonmarketed good, some of whose services are available without
any need to travel or otherwise gain access to them. Second, we will assume

there is at least one observable (and implicitly priced) measure of the use.



Adding an argument (Q) to U(.) for the resource's contribution to satisfaction
that is disassociated with the individual's use of it satisfies the first require-
ment, and selecting one or more Xi's as measures of use is consistent with
the second.

If there is only one measure of "priced" use, say X;, then the compen-
sating variation (CV) measure of the value of the site when the level available
of the resource is (5 is given in Equation (4.2):

O = E(PykQ)s Pa st B 10 Q) o By Py woss P R BY 1 (4:2)
Introducing Q into the utility function together with the specification of a fixed
level of the resource that is available for uses not necessarily reflected in X;
(namely Q) leads to the expenditure functions in Equation (4.2). Compensat-
ing variation is the difference in the expenditures that would be made at the
"choke," Pl(d) (i.e., the price at which X; = 0), and those at the actual
price, P;, for a given level of utility, given values for all other prices and
Q. It is the maximum amount an individual would pay for the lower price of
X, (i.e., from P; (Q) to P;). It is important to note that the choke price
for X, is assumed to also be related to the level of Q.

It is also possible to use the framework to describe other motivations for
valuing the resource, Q--the nonuser or intrinsic values that individuals might
realize as a result of the existence of the resource amenities at particular lev-
els or the increments to these values because of increments to the resources.
This distinction has played an important role in the classification of the bene-
fits associated with changes in environmental resources, and we will return to
it in the next section and in Chapter 6. Our objective here is to compare the
ex ante and ex post perspectives for welfare measurement. Thus, consider
the description of a measure of change in ex ante well-being. Here we will
also use a different type of expenditure function. In this case, the individual
is viewed as planning consumption so that each commodity is defined as a claim
for consumption of that commodity contingent upon realization of a state of na-
ture. Following the same format developed in Chapter 3, we have the planned

expenditure function (given state-dependent preferences) defined as follows:



EPygr Pogr wome Pyqr Pagrssar Pior cnwn Py «os Proyi
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where
ij = contingent claim to commodity j in state i
P.. = the prices of contingent claims (the S in the notation of

' Chapter 3). =

Equation (4.3) is simply a generalization of the two-commodity, two-state case
developed in Chapter 3. In this case, there are N commodities and K states.
If we assume a complete set of markets for contingent claims, there are N-K
such prices.

To define option price in this framework, however, we must make some
additional assumptions. |In particular, if we assume that Q enters at least one
of the state-dependent utility functions and that ><i1 designates the state-
dependent, planned consumption of use of Q, then option price can be defined
in terms of the expenditure function (with Q as an argument) given in Equa-
tion (4.4):

OP = E(O.lI p121 P22:'-- pxzr---r P1N! PZN-""’ PKN’
K=1 -d
Mys T, ae ) = E T Q; EU)
i=1
) (4.4)
" BLO: Pogi Bgpiveri Pygwnces Wanr Bayr Py
K-1 R
Mar Torenns 1 -_E T Q; EU)
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Two points should be noted in this definition. A zero value for Q (as in the
first term on the right side of Equation (4.4)) is assumed to imply that no
use of the resource can take place when Q = 0. Q must be positive for use
to take place. In this case, the option price is for a level of Q of the re-

source. Also the price of use in any state, P has been assumed to be zero

oy
in all states. We will argue that this is consi:51tent with the original definition
of the option price. It precludes state-dependent payments for use of the ser-
vices of the resource. However, it should be acknowledged that our original
definition of option price was unclear about the per-unit charges for the use

of the resource. Under one interpretation, only a constant price for Xi over

all states of nature is required. While this would hold constant the pe1r-unit
charge for across states, planned total expenditures for use would be state
dependent because the planned state-dependent consumption levels could vary.
This would seem to violate the intentions of the original definition of the option
price. Alternatively, it could be suggested that the payment of an option
price was only to ensure access. Therefore, under this view, one would define
the option price as the payment for access. The fact that payments for con-
sumption levels would be state dependent does not in this case affect the con-
stancy of the payment for access and the definition of option price as a state-
ment independent payment for access. Either assumption can be accommodated
in our analysis. Regardless of the view of the process that describes how
the resource is allocated (i.e., one payment for guaranteed access and then
payments for use or simply a payment for use), the basic point of the analysis
remains unchanged.

With this background, it is now possible to use the two types of expendi-
ture functions in the definition of the option value (OV). The conventional

definition for option value is given in Equation (4.5):

K i
OV = 0P » 2 w@¥ (4.5)
i=1

Substituting from Equation (4.4) for the option price (assuming the price for

planned use is constant at zero), we have
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oV =E (0; P, m; O; EU) - £ (O; P: n; §, EU) - T m CV: . (4.6)

To reduce the complexity of the notation, we have represented the set of zeros
for the prices of contingent claims to X.I with a single zero, the prices of other
contingent claims with P, and the set of probabilities with .

We can also replace each of the Cvi's in Equation (4.6). using their defini-
tion in terms of the ex post expenditure function (e.g., Equation (4.2)).
That is, we repeat the process defining the ex post expenditure function with
each state-dependent utility function, derive the corresponding expression for
CVi, and substitute each expression in Equation (4.6). Option value, OV, is
now given as Equation (4.7):

(4.7)

K - - - - -
= z1ni [Ei(pl(Q)! P2! P3! vy Q; U) = Ei (P1: P2: vy Q U)] .
=

Equation (4.7) illustrates how option value mixes two perspectives for individ-
ual decisionmaking. The first is the planned or ex ante view of consumption,
while the second utilizes the ex post orientation in defining benefits from use
of the resource. This conclusion that option value-mixes perspectives is un-
changed if we assume that consistency requires we assume that the actual price
for use of the services of the resource (i.e., P,) is nonzero.

To illustrate the importance of the difference, consider an alternative
definition for user values based on the expenditure function associated with

planned consumption. Letting Xi designate the contingent claim associated

1
with use in the ith state, the value of planned use would be the difference in
expenditures when the prices of the contingent claims for X; are at the choke
levels for planned consumption and the expenditures are at existing prices,

as in Equation (4.8):
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2 I
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With state-dependent preferences we do not, in general, expect that CVP will

equal the expected compensating variation calculated ex post from each utility
function (i.e., cvp # Z_EICVE). The difference between option price and the
planned consumption valll_l-e appears to offer yet another potential definition for
option value. However, this interpretation is misleading. CVP describes
planned user values under one set of institutional arrangements for the con-
tingent claims, including those that have been identified to be associated with
use of the resource (i.e., the Xi1'5). These institutions are not compatible
with either definition of the option price.

We could, of course, modify our definition of the option price and assume
it was defined with constant, but nonzero, prices per unit of use (i.e., P” =
constant for all i). Of course, without payment of the option price, no con-
sumption would be possible. In this case, we have a different value for the
option value. |t is also important to acknowledge in evaluating this definition
that it appears to be similar to the McConnell [1983] definition of existence
value. In comparing these two definitions, option price plays a role analogous
to the total value of the resource. However, there is a difference that again
reflects the importance of the opportunities for adjustment. Our definition of

CVP allows the prices of claims to X, to wvary with the state of nature. The

definition of option price precludes t;is possibility since it assumes they are
either all zero or all constant.

The difference between option price and use value based on the expendi-
ture function derived from planned consumption choices is not an option value.

It is a reflection of both nonuse values and the institutions we assume are



available to individuals. Equally important, it highlights an additional dimen-=
sion of modeling individuals' behavior under uncertainty and the implications
of these models for benefits analysis. Basically, this issue relates to the ref-
erence point at which we initiate the analysis. ‘

Option value, as conventionally defined, compares the option price with a
point on the income certainty locus that is defined by the expected consumer
surplus. It compares two institutional regimes--one with uncertainty where
the option price is paid and another where there is no uncertainty in the deci-
sion process. Benefits are constant at the expected consumer surplus. This
point is easily seen using Graham's [1981] willingness-to-pay locus. This
function offers an alternative means (to the expenditure functions defined
earlier) for illustrating the implications of institutions for adjustment. Figure
4-1 reproduces Graham's discussion of option price and option value. Option
price is compared with the expected surplus as a certainty concept. The ref-
erence point is one of a certain income given by E(S), or X niC\fi in terms of
our notation. This may seem to be a natural reference point because it was
the one used in nearly all work following the Arrow-Pratt analysis of risk
aversion. While it may be natural from an analytical perspective, it is not a
natural reflection of the world in which these choices must be made. Graham
[1981] provided a similar argument in his critique of the attention given to
the sign and magnitude of option value. He observed that

. Option price is the appropriate measure of benefits in situations
involving similar individuals and collective risk.

Expected value calculations are appropriate to situations involv-
ing similar individuals and individual risk.

v Whether or not option price exceeds the expected value of sur-
plus is largely irrelevant to the evaluation of risky project.
[Graham, 1981, p. 716]

Graham's analysis adopted an ex ante perspective and focused on the types of
institutions available for adjustment to risk. Expected value measures of bene-
fits were specified as appropriate for individual risks because his analysis also
assumed that in these cases there existed actuarially fair insurance. It is im-
portant to recognize that his argument was not advocating the use of the ex-
b pected consumer surplus as the benefit measure in this case but, rather, the
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expenditures associated with the fair bet point. In the presence of state-
dependent preferences, this point would not fall on either the income certainty
or the utility certainty loci. It would correspond to the expected expenditure
on the contingent claims associated with each commodity and state of nature.

Thus, in developing a benefits taxonomy, it is important to clearly identify
the perspective used in describing individual behavior because it is directly
relevant to any evaluation of actions designed to affect that behavior. This
discussion has suggested that the choice depends on the reference point from
which we start the analysis and the mechanisms we assume are available to
the individual to adjust in response to risk. Once we propose to evaluate a
policy that changes the risk an individual faces, then the ex ante framework
is the appropriate basis for defining the benefits associated with that policy,
since it corresponds to how the individual would have to make the wvaluation
decision in judging the action in advance. Of course, this judgment in itself
does not imply the option price is the relevant concept.

Option value is a valuation measure that compares an uncertain situation
with a certain reference point. The reference point is defined in terms of
income certainty and presumably is of interest because of the history of the
development of measures of risk aversion.

Once the ex ante perspective is accepted and it is acknowledged that
individuals' decisions do not take place in circumstances that begin with cer-
tainty, then benefit measures must be defined in terms of our planned' expendi-
ture functions. These functions can be defined to reflect all the risks faced
by the individual and the mechanisms available for adjustment. Option price
is seen (as in Equation (4.4)) as one valuation concept based on specific insti-
tutions and risks. Moreover, policies can be considered to change either the
level of availability of the resource (as in our definitions thus far) or the
probabilities of specific states of nature. Moreover, this analysis need not
assume that the risks are limited to those specifically associated with the poli-
cies under study. Risks can be added to existing uncertain income streams.
Consequently, an income certainty reference point may not be of practical rel-
evance. Even for analytical purposes--to measure the extent of risk aversion--
comparison of the risk premia (i.e., the payment over the expected value to

avoid risk) of different individuals need not be equivalent to the ordering im-



plied by the Arrow-Pratt index of risk aversion when background risk is
present.
4.4 USER AND INTRINSIC VALUES IN AN EX ANTE FRAMEWORK:

AN INTRODUCTION

The analysis of the previous section argues that the relevant basis for
valuation is the planned expenditure function (i.e., Equation (4.3)). In the
process of defining the option price we have introduced two ways in which an
environmental resource can affect planned expenditures--through planned uses
(i.e., the contingent claims for X; in all states of the world) and through the
availability of the resource itself (i.e., the presence of Q in the expenditure
function). This specification opens the prospect for distinguishing benefits
into categories according to whether they are associated with planned use or
independent of those plans. .

To define these components in an ex ante framework with uncertainty is
somewhat more complex than in the certainty case. First, we must identify
the nature of the conditions of access to the resource and the institutions
available for adjustment. Second, we must specify the nature of the change
to be evaluated. Given this information, it is possible to specify the user and
existence or intrinsic components of the value of the policy. Before proceeding
to develop these in specific terms, it is important to highlight a key difference
between this case and classification of use and existence benefits under cer-
tainty. In the certainty case, the use benefits are often capable of being
measured from the actions of individuals. That is, they can be indirectly in-
ferred as a result of the actions of individual economic agents through their
use. By contrast, the existence values are usually not observable, since they
do not involve tangible (or at least observable) actions by these agents. Thus,
we would want to identify the distinction to recognize that benefit estimates
based on use may well understate the full benefits provided by the resource.

The same arguments are more difficult to apply in the ex ante framework,
where all actions are planned. We do not observe the plans. While we shall
argue that these plans may be associated with observable actions in our dis-
cussion of the relationship between estimates of the wvalue of risk based on
hedonic property value studies and the survey-based estimates, the full details

of these plans will not be known. Assumptions must be used to substitute



for observed behavior in attempting to understand the motivations for behavior.
Consequently, it is not clear that the distinction is as meaningful or desirable.
In effect, if we are to estimate individuals' valuations in an ex ante framework,
we may have to rely on direct survey methods. It is not clear that we can
successfully elicit individuals' values and request that these values be assigned
to specific motivations. While one can argue that this is an empirical question,
this argument in itself may be misleading. We will not know the true values
for benefits in this ex ante framework; thus, it is not clear that we can judge
whether an analysis leads to a meaningful separation of the two types of bene-
fits.

With this background it is now possible to use the ex ante framework to
propose a general approach for classifying benefits. |In Chapter 6 we return
to this classification in relation to the classification of user and existence values
under conditions of certainty. Planned user benefits, PUB, can be defined in
general terms using Equation (4.9):

PUB = E (P; (Q); P; m; Q, EU) - E (Py; P; m; Q, EU) . (4.9)

We have used the same notation for summarizing the prices of contingent claims
(separating the prices of the claims associated with use) from those of other
commodities, and 51(6) represents the vector of choke prices--where planned
consumption would be zero in all states. The existence value (planned exist~
ence benefits, PEB) would compare expenditures with no planned use with
those when there was none of the resource available, as in Equation (4.10):

PEB = E (Py; P, m; O; EU) - E (P1.(Q); P, m; Q. EU),. (4.10)

It is important to point out that the assumed relationship between the
measure of planned use xi‘l and the level of the resource available is crucial
to the interpretation of Equation (4.10). We have assumed that without Q > 0
there can be no consumption of Xi

that

1 irrespective of the price. This implies

E(P.; P; m; O, EU) = E(P.(Q); P: m; O; EU) . (4.11)



Use is effectively precluded as it would be if the price were at the level of the
choke price. Thus, PEB could also be written as follows:

PEB = E(P,(Q); P; m; O; EU) ~ E(P.(Q); P; r; G; EU) . (4.12)

The sum of PUB and PEB corresponds to a planned counterpart to McConnell's
total resource value. In this framework, however, we can consider a variety
of amendments:

Changing the terms of access to the resource. For example,

these definitions might be recast with an option price that would

hold all P..'s constant (either at a specified value or zero).

This would imply the option price included both planned user
and existence values.

& Changing the character of the description of the way in which
policies affect how individuals gain access to the resource.
This modification might imply a fixed Q but that policies change
the probabilities of access (i.e., the mn.'s). For these cases,
it would also be possible to define use and existence values as
well as to specify an option price.*

» Finally, we can expand the detail in the model by describing
the source of uncertainty (i.e., identifying components to the
n.'s). Within such a framework it is also possible to consider
| i 4 .
additions to risk as a result of changes in one of these compo-
nents and valuation concepts for each type of change.

We return to consider in more detail the measurement of nonuse values -
associated with the reduction of risks to ecological systems in Chapter 6. In
that chapter we develop in formal terms the benefit taxonomy under certainty
and use a single institutional framework for adjustment, the option price, to

discuss the measurement of these nonuser benefits.

4.5 SUMMARY

This chapter has discussed the implications of how we define valuation
concepts. In the past, wvaluation or benefit concepts have mixed benefits de-
fined under conditions of certainty with those defined to arise because of the

*We return to this case in Chapter 6 by considering use and existence
values in a framework where it is only possible to make constant state-inde-
pendent payments for an improvement in the probability of a desirable state.

4-18



existence of uncertainty. Each of the two types of benefit, then, is defined
under a different perspective on valuation. Should we consider valuation in
terms of planned actions or only when these actions are undertaken?

We have argued that when the policies to be evaluated change one or more
aspects of the risks facing an individual, then an ex ante perspective is war-
ranted for welfare analysis. Within an ex ante framework two features are
especially important to valuation concepts. The first is the reference point.
Does the individual whose valuation is to be defined start from a position that
has no other sources of uncertainty but the risk to be evaluated, or is the
policy induced change simply an effect on one component of a number of risks
faced? The second concerns the ability to diversify the risk. That is, what
opportunities does the individual have to adjust to risk and ameliorate its
effects?

Of course, these features are not independent. Moreover, the resolution
of how one aspect is treated affects the others. For example, the definition
of option value is based on selecting a certainty point for comparsion and on
specifying a particular institutional system on how payments for claims can be
made. Payments must be constant across states and the valuation concepts of
interest, and in the size of the payment in relationship to the expected con-
sumer surplus.

These features can be reflected in a planned expenditure function. Con-
sequently, it is possible to define use and existence values (not option values)
based on how a policy changes parameters important to these planned expendi-
tures. This planned expenditure function allows one to evaluate the effects
of institutions for adjustment as well as the nature of the change--prices, re-
source quality, or likelihood of access. Within each, one can define use and
existence value concepts provided the resource is hypothesized to have two
distinct effects on individual utility through use (that requires existence of a
positive amount of the resource) and the level (or quality) of the resource
itself.



CHAPTER 5

A CONCEPTUAL FRAMEWORK FOR VALUING RISK REDUCTIONS

5.1 INTRODUCTION

Chapters 2, 3, and 4 have set the stage for developing a conceptual basis
for valuing the risk reductions that are assumed to accompany increased regu-
lation of hazardous waste disposal. Chapter 2 introduced the overall problem
by describing why the wvaluation of these regulations must be treated different-
ly from the valuation of many other environmental policies. In the latter cases,
it is often reasonable to maintain that a policy leads to a certain increment in
some desired output--e.g., cleaner air in a specific region or improved water
quality in a given river or lake. In contrast, given the uncertainty that sur-
rounds both the disposal of hazardous substances as well as the ultimate
effects of exposure to them, we cannot assume any policy provides a certainty
of protection. We have argued that at best we can assume policies reduce the
risk (i.e., the probability in our context) of some adverse outcome. Conse-
quently, the development of a set of procedures for valuing policy outcomes
requires specific consideration of how to model individual behavior under un-
certainty. Chapter 3 provides a heuristic review of this literature.

With this description of the problems posed by any attempt to value poli-
cies associated with the disposal of hazardous wastes, and with our acceptance
of the expected utility framework for modeling individual behavior under uncer-

tainty,* one remaining question must be considered before defining the specific

*¥This approach contrasts with one recently suggested by Weinstein and
Quinn [1983b]. They observe that in light of the contradictions to the expect-
ed utility framework observed in individuals' decisions under uncertainty, it
may well be reasonable to inquire as to whether they should be reflected in
normative decision rules. More specifically, they describe this issue as a fun-
damental motivation for their evaluation of the models used to value changes
in the risks to life, noting that

The fundamental question raised in this paper is to what extent the
contextual and psychological attributes of a risky decision have suf-
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valuation concepts. This point has often been overlooked or confused. It
concerns what we describe in Chapter 4 as the perspective for decisionmak-
ing. That is, do we evaluate actions from an ex ante or planning perspective,
or do we use individuals' values of the ex post outcomes? We have explicitly
argued for an ex ante approach. With this perspective, changes in the proba-
bility of a detrimental event are valued based on the changes in planned
expenditures an individual would undertake to maintain a constant level of ex-
pected utility.

Given this background, it is now possible to proceed to a description of
how this chapter completes the conceptual analysis of one component of an indi-
vidual's valuation of risk changes--the "use" component of these values. This
chapter uses a simple two-state model to describe the specific features of the
planned expenditure function described in Chapter 4 and discusses the impor-
tance of these features to the valuation of risk changes. Our example is now
explicitly tied to the framework we have used to present the risks posed by
hazardous wastes to individuals in our contingent valuation survey. The chap-
ter also identifies the relationship between the model and what can be expected
in an empirical analysis of individuals' valuations of risk changes.

Section 5.2 describes a simple two-state model to illustrate the valuation
concepts and the role of the opportunities for adjustment that are available to
the individual in influencing these values. Section 5.3 relates the model's im-
plications to the psychological literature describing how individuals make deci-
sions under uncertainty. This section also reconsiders the review of past
results discussed in Chapter 3 as tests of the expected utility framework and
to determine whether aspects of these findings would help in identifying factors
that have been found (or are thought) to influence individual choice under
uncertainty and should therefore be included in the empirical analysis. Sec-

tion 5.4 provides a brief summary of the chapter.

ficient normative status to justify their formal inclusion in methods
for valuing risk. Stated in terms of environmental decisionmaking,
the question becomes the following: which psychological and contex-
tual concerns do citizens want their decisionmaking agents to reflect
as normative principles in environmental decisionmaking, and which
would they want them to treat as irrationalities, ‘psychological weak-
nesses, or otherwise unjustifiable perturbations of rational decision-
making. (pp. 2-3)
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5.2 VALUING RISK CHANGES

Following the analysis discussed in Chapters 3 and 4, we maintain that
an individual seeks to maximize expected utility subject to a budget constraint
that describes his opportunities for adjustment. Our descriptions of these
adjustment possibilities will enter the decision problem through the specification
of different definitions of the markets for contingent claims facing the individ-
ual. Given an ex ante perspective for valuation, the relevant conceptual basis
for wvaluing a risk change is in terms of what we defined iﬁ Chapter 4 as the
planned expenditure function. This function defines minimum planned expendi-
tures on contingent claims that would be required to meet a given level of ex-
pected utility. It is a function of the prices for contingent claims, the proba-
bilities of the states of nature that are assumed to be uncertain, and the level
of expected utility that is to be realized. Thus, an individual's valuation of
a risk change, defined using this function, will depend on the nature of the
markets for contingent claims. We noted this point in Chapter 4 and now pro-
pose to use a simple two-state model to illustrate both how these values are
affected by the assumed nature of the markets for contingent claims and, in
turn, what these results imply about the testable hypotheses derived from the
model .

Consider the following planning problem for the representative individual.
There are two possible states of the world. In the first, an individual will
experience a detrimental health effect that could (but need not) lead to death
for the purpose of our analysis.* The effect is assumed to be associated with
exposure to hazardous wastes; however, exposure does not ensure that the
health effect will be incurred. It introduces the individual to a second stage
lottery, which can be avoided if exposure is avoided. Thus, our analysis
emphasizes the distinction in outcomes by assuming that the probability of the
health effect is zero when the individual is not exposed to the substance.

The health effect leads to preferences that differ depending on whether

or not it is incurred. This follows the state-dependent preference arguments

*In the empirical analysis associated with evaluating individuals' valuations
of risk reductions, we consider the effects of a selected set of variations in
this end state. However, the basic scenario used to describe what is at risk
describes the outcome as death after 30 years from the time of the exposure
to the hazardous substances.
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proposed for the case of life-death decisions by Jones-Lee [1974] and Wein-
stein, Shepard, and Pliskin [1980] and described in more general terms by
Cook and Graham [1977]. As we noted in Chapter 3, a state-dependent spec-
ification for utility is simply a means of acknowledging that the marginal utility
of income may be different across the states of nature described in any partic-
ular problem.* To keep notation relatively simple, each state-dependent utility
function is specified to be a function of claims to income in that state. As we
observed in Chapter 3, it is possible to generalize this formulation to identify
claims for individual commodities. This generalization will be important if the
relative prices for these claims across states of nature for a given commodity
bear a different relationship to the relative odds of those states as the com-
modity in question changes. While this can be an important dimension of the
problem in some applications, it was not judged to be important for our dis-
cussion here.

To highlight the two-stage nature of the lottery, we have identified two
probabilities--the likelihood of being exposed to a hazardous waste, defined as
R, and the probability of incurring the detrimental effect once exposed, de-
fined as q. Equation (5.1) defines the expected utility realized from allocating
claims to income, the Wi's between the two states, with state one representing
the case of experiencing a detrimental health effect and state two representing
the case of remaining unaffected:

EU = RIQV; (W) + (1=9)V, (W) + (1-R) V, (W,) . (5.1)

In this case the health effect can be incurred only through exposure to the
hazardous wastes. Therefore, the specification in Equation (5.1) can be re-
duced to Equation (5.2):

EU = RqV, (W,) + (‘I-Rq)v2 (W2) v (5.2)
where
EU = expected utility
Vi(') = utility realized in state i
w. = contingent claim to income in state i .

*This is also the point of Marshall's [1984] recent discussion of the role
of indivisibilities in modeling decisionmaking under uncertainty.
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The individual seeks to allocate total income for planning purposes, E, among
these claims to income in each state to maximize Equation (5.2). We introduce
the role of opportunities for adjustment to uncertainty through the specification
of the prices for these claims to income and the budget constraint. This is

given in general terms in Equation (5.3):

£5.3)

where

P = the price for the claim to income in state i

The problem can be stated equivalently as one of minimizing the planned
expenditures required to realize a given level of expected utility. This
approach provided the basis for the derivation of the planned expenditure
function in Chapter 4. For our simplified example, the conditions for a con-
strained minimum imply a function defined from the expenditure minimizing de-
mands for claims, as in Equation (5.4):

E[r'.l, Fo Rq, EU] = r1w,](r1, ros Rg, EU) + rzwz(r‘1, Y Rqg, EU) . (5.4)
The marginal value of a change in risk is simply the partial derivative of the
expenditure function with respect to the component of the risk that is assumed
to change. Thus, for a change in R, the marginal value, MVR, would be de-

fined as follows:

oW, oW
8E o 2
MR s ERE f (S 8655

where

MVR = marginal value of risk increment .

The principal objective of this section is to demonstrate how these marg-
inal values change with changes in the assumed opportunities available for Indi-
vidual adjustment. However, before proceeding to that discussion, it is impor-
tant to relate MVR to the incremental analysis developed in Chapter 4 and to
earlier literature on valuing risk changes.

Consider a discrete change in risk from RO to R1 (with RO < R1). The
value (loss) of the change is defined by Equation (5.6):
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AVR =

Ro

In this case, the individual must plan to allocate more income to realize the

QJIQ?
Alm

dR = E[r‘1, Y R1q, EU] - E[r1, Fo ROq, EU] . (5.6)

same level of expected utility. Thus, the change in VR is the maximum amount
he would be willing to pay to avoid the change. This value is completely anal-
ogous to the values defined in Chapter 4, although it, of course, does not
distinguish a user or existence component. The reason is simple: we have
not provided a basis for the distinction in our description of the choice proc-
ess. |If the state-specific preference functions were expanded to define more
specifically the implications of the exposure beyond a simple health effect, then
the total value and use value components specified in Chapter 4 can also be
defined for this case. We return to this issue in the next chapter and discuss
the relationship between use and nonuse, or intrinsic, values of a risk change.
Of course, it should be recognized that all of these classification schemes for
benefit components simply reflect the introduction of additional information into
the choice process.

It should be also acknowledged that this wvaluation concept is more gen-
eral than what has been used in earlier analyses of the value of risk changes.
For example, Jones-Lee [1974] defined the value as the maximum amount an
individual would pay to realize a reduced probability of a detrimental event.
For a comparable risk change (i.e., R0 to R1), his definition would be as fol-

lows in our notation:*
RgaVy (W, =P) + (1-Rya)V, (W5=P) = RyaV, (W,) + (1-R4q)V, (W,), (5.7)
where
P = payment for reduced probability of exposure (with R0 < R1| as
before).
This payment, P, was described by Jones-Lee as the Hicksian compensating
variation in wealth. It is not the compensating variation, but rather the option

price for a change in the probability. The definition is directly comparable

to what Freeman [forthcoming b] has described as the option price correspond-

*See his Equation (10) on p. 839 for his definition of the "compensating
variation" for a risk change.
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ing to a change in the conditions of uncertainty. Moreover, use of this defini-
tion as the basis for defining individuals' valuations for risk changes is less
general than our formulation because it assumes the individual is unable to
make state-specific payments.

This conclusion is easily appreciated using the Graham [1981] willingness=
to-pay locus. Values are defined with respect to changes in one point on the
Graham willingness-to-pay locus rather than in terms of expenditures as de-
fined in Equation (5.5). Depending on how the locus shifts with a change in
R, we can expect different individual valuations for the risk change. That
is, the valuations in this case are described by measuring how each of the
points of the locus shifts with the change in R. This is the point emphasized
by our planned expenditure function. Since the Graham locus is an alternative
means of describing the effects of the opportunities for adjustment on an indi-
vidual's valuation of a risk change, it provides the basis for a graphical illus-
tration of how opportunities for adjustment affect an individual's valuation of
risk changes.* To illustrate the difference graphically, it is convenient to
consider a small modification in Graham's framework. His locus describes the
alternative set of payments that would be made to realize some desirable access
conditions or level of a commodity that is valued by the individual under one
of his state-dependent preference sets. The locus maintains a constant expec-
ted utility when the favorable access or quantity is realized, but state-
dependent payments must be made with that level realized without making these
payments and without the improved conditions (or increased quantity).

We could easily modify this framework by assuming a given level of ex-

pected utility as our reference point, without specifying where it came from

*It may be tempting to draw parailels between the relationship of the
planned expenditure function to the Graham willingness-to-pay locus and the
relationship of the expenditure function to the indirect utility function under
certainty. However, this would be incorrect. Total planned expenditures do
not enter the Graham locus. The Graham locus is not specific to one statement
of the constraint set facing an individual but, rather, provides the basis for
characterizing all of them and their implications for what total utilities can be
realized. This is one source of error in the recent comment on Graham by
Mendelsohn and Strang [1984]. It should also be noted that Graham's use of
the locus is different than ours. His objective was to describe the valuation
measures for a certainty of supply of a resource in the presence of demand
uncertainty. Ours is to illustrate the implications of institutions for the valu-
ation of risk changes.
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and consider an individual making state-dependent payme’nts{ under two sets
of conditions. These payments, taken together with the level of exposure risk
R, maintain the constant expected utility level. The Graham locus incorporates
the change in a single locus, and our proposed modification breaks up the
process. Thus, the Graham payments would be equivalent to the changes (or
increments) in payments under this format.

Consider the change from RO to R‘l again. In this case, we will consider
the change consistent with a risk reduction from R‘l to RO (since it was earlier
assumed that RO < R.I). Equation (5.8) defines the conditions implied by a
change in R from R1 to RO and its implications for the definition of two modi-
fied willingness-to-pay loci. The equation on the left of the equality defines
the original level of risk and the payments (y.[ and YZ) that would be made
for it, and the equation on the right side of the equality defines the new,
lower risk and the consequent higher payments:

RyaViy AWy ~H 3+ (1-RyaIV, (W, = ) ="RoaVy (W = Y9) (5.8)

+ (1‘ROC|)V2 (WZ & Yz) '
where

R1>R0.

This case is illustrated in Figure 5-1 by the shift in the Graham locus
from A (with R.I describing the risk of exposure) to B (with RO describing
the risk of exposure). The option price is the maximum constant payment
(across states) that an individual would be willing to make to realize the lower
risk. In this case it is given by the difference between the intersections of
the two Graham loci corresponding to the left and right sides of Equation (5.8)
with the 45° line. When the opportunities for adjustment are taken into
account, the model is then explicitly acknowledging the prospects for varying
the payments across the states of nature. |If the terms of payment are given
by the slope of TT', then a measure of difference in the implied value of the
change in R is given by the difference in the intersection of these tangents
to the Graham locus (with slope (- ’?21)) with the 45° line, EF.* Clearly, the

*EF will describe the change in expenditures normalized by ry+ry,. Thus,
if we assume that W; and W, are measured so that r;+r,=1, then it can be
interpreted as the change in expenditures.
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Figure 5-1, Graham locus with change in probabilities.
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values can differ from the option price because there is no necessity that the
locus will shift in a parallel fashion. The shift in the locus will depend on
the change in risk and on the change in the marginal utilities of income with
changes in the income realized in each state.

The specific nature of these differences can be developed by using the
planned expenditure function. Each assumption for the relationship between
the relative prices of contingent claims can be used to specify a different set
of opportunities for adjustment (and a different point on the Graham locus).
For example, if we consider the case of actuarially fair prices for claims, this
interpretation would imply that the relative price is equal to the ratio of the

probabilities, as in Equation (5.9):

r
I wCBg S -
ro " 1-Rq ° Gasd

This value corresponds to what Graham designates the fair bet point and yields
a specific relationship for the marginal value of a risk change.

A specific expression for this marginal value can be derived using Equa-
tions (5.2) and (5.3) together with the first-order conditions used in defining
the expenditure function. As discussed in Chapter 3, in the presence of actu-
arially fair markets, an individual will select claims so as to equalize the mar-

ginal utilities across states:

e (5.10)

Together with the partial differentials of Equations (5.2) and (5.3), this condi-
tion with respect to R can be used to describe the marginal value of a risk
change as follows. The total differentials for Equations (5.2) and (5.3),
assuming dq = 0 (substituting for r
in Equations (5.11) and (5.12):

] and rs for Rq and (1-Rg)), are given

" - dv, aw, dV, W,

el 2= " e (e | ” _2 _z¢2
5 Vel N S ate Rl Yhagr ek YRR g e ¢ B
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- *x X e - —_—
TR q(V.i W2 ) = Ry 5rR T (1-Rq) 5R (5.12)

where the asterisk designates the expenditure minimizing values.*

Using Equation (5.10) to simplify Equation (5.11) and substituting in Equation
(5.12), we have

a_E.: X - x
QMW % = W) +

a [V,(Wy*) = V, (W )]
L .

dVv

A

daw

(#2189

@

—

Since it is reasonable to assume that V2 (WZ*) > V (W,I*), we can conclude

1
that an individual will value a risk change by more than the expected insur-
ance (q (W.I* - Wz*)) that would be purchased at actuarially fair rates. This

is a variation on the case described by Cook and Graham [1977]. Under these
2

conditions, we can expect that %-E-R > 0 and 8_% > 0. Thus, the marginal value
9R

of an incremental reduction of, say AR, in the risk of exposure to hazardous
waste will be greater at higher levels of risk. Differentiating Equation (5.13)

with respect to R and simplifying, we have

dz\/1 BW.I
(VW) = WoQW ) )it
9°E e VT T aw, @ eR
. ' (5.14)
8R2 8V.| £
aw1
This conclusion is readily established once it is recognized that our model
2
d V1
< 0.

: : *® *
implies that VZ (W2 35 \/ﬁl (W,I ) and >
dW.I

This same conclusion was derived by Jones-Lee [1974] in the case where

an option price was assumed to be the mechanism for paying for the risk re-

*In what follows, all derivatives are assumed to be evaluated at the rele-
vant optimal values, depending upon which constrained optimization problem is
discussed.
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duction and in somewhat more general terms by Weinstein, Shepard, and Pliskin
[1980] for the same payment mechanism. Of course, in the case of the option
price, it is a payment made to avoid an increase in the risk of exposure that
could lead to detrimental health effects. Thus, these option price results are
simply special cases of this more general framework.

The rationale for adopting this more general framework follows from the
fact that the mechanisms available to the individual for adjustment affect the
change in the marginal valuation of risk changes with the level of the risk.
That is, we cannot unambiguously sign 'a_RE2 under alternative assumptions con-
cerning the opportunities for adjustment. To illustrate this conclusion, we
consider two such cases: (1) when relative prices of claims are rélated to
the likelihood of exposure, but not to the conditional probability of the health
effect given the exposure and (2) when relative prices bear no specific rela-
tionship to either of the probabilities involved.

The first of these cases contrasts with what conventional practice would
define as actuarially fair markets, where the relative prices of claims would
be tailored to the individual's circumstances by adjusting them to reflect the
conditional probability, q. If we assume that q (the conditional probability of
the health effect given exposure to hazardous wastes) reflects an individual's
health and overall heredity, then we might assume the first case gives each
individual a "fair" opportunity to adjust to the risk under policy control but
deces not attempt to make distinctions for individual circumstances.*

Following the same logic outlined earlier to derive the expression for ok

V]

under actuarially fair markets, we have for this case

(V (W) - V. (W,))
ok = (- W) s — g ——— BRiEs

*An alternative definition would be to pick a value for g--a threshold--
and define the '"fair" opportunities in terms of the joint probabilities at that
value of q. This approach could be considered analogous to the definition of
a sensitive group in the specification of the primary standards for the criteria
air pollutants. See Smith [1984a] for further discussion.



where
the bar designates the expenditure minimizing values for this defini-
tion of the relative prices of contingent claims.

It is clear that g—% > 0. Indeed, increases in risk require greater planned
expenditures to maintain a given utility level. Unfortunately, without specific
assumptions concerning the nature of the utility functions, it is impossible to
establish a precise relationship between the marginal values implied by each
set of institutions. ‘

We can establish the ambiguity in the size of the marginal value of a risk
change with the level of risk by differentiating Equation (5.16) with respect

to R:

~ ~ dV2 8W2 ) dv, aw,
82E ) 8W1 ) 3\(\% X sz 3R dw1 R
8R2 aR 3R d'\/1
dw,l
(5.16)
] 3 a®v, oW,
(Vz(wz) 1 V1(W1)) =2 "8R
dw1
) 2
av,
dW,I
dv dv
Substituting for in terms of from the necessary conditions for an ex-
dw2 dw1

penditure minimum for this constraint, we have

B ) d2V1 oW,
: o ((Vz Wy ~ ¥ ““’1)) oy
3E_(q-1) 8] 1 . (5.17)
2 \1-Rg] B8R
3R av, 2
aw
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oW
The first term in Equation (5.17) will have a sign opposite to ——, since

ar
q <1, and Rq < 1. It is clear thats—é > 0 since, by the equivalent of Equa-

Qs

oW W
tion (5.11) for this case, Rq 3_Rl + g(1-R) 2 > 0 and W1 > WZ‘ We would
oW
therefore expect SR > 0 in this case and, in turn, that. the first term in
Equation (5.17) will be negative. The second term in Equation (5.17) is clear-

[oV]

ly positive. Since the relative magnitudes of these two terms cannot be gauged
a priori, we cannot suggest how the marginal value of incremental reductions
in the exposure risk will change with the level of that risk.

The same conclusion arises for the case where no specific relationship is
assumed for linking the relative prices of claims and the relative odds of the
two states of nature. Equation (5.18) presents the marginal valuation for this

case, and Equation (5.19) the second partial derivative:

aE 1 5 (Vz Wy) - V4 (W1))

- dv f
R ek

aw,

(5.18)

Q

where

the tilda (~) designates the expenditure minimizing values for this spe-
cification for the contingent claims markets.

(dV2 .awz ) dv, aw1)
- Ty dw, 3R dw. @R

” 2 1
8R2 . dV1
aw_
(5.19)
dVv 2\/
s 5 d
™ (VZ W3) - v, (W'l)) [dT ol _'2]
1 aw.,
av. \ 2
rR[—1
aw,

In this case neither term can be signed unambiguously.
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As part of their analysis of individual wvaluation of riskl‘ changes in the
presence of state-dependent preferences, Cook and Graham [1977, p. 152,
n.18.] identified three components of the benefits of any risk change: (1) the
pure protection benefit associated with the risk reduction, (2) the value of
moving from an initial wealth distribution to an efficient (or more efficient)
one, and (3) the cost of financing the action inefficiently if the post-invest-
ment distribution of wealth is inefficient.

The theoretical analysis of this section has extended past efforts at defin-
ing a conceptual basis for valuing risk changes to permit an explicit treatment
of the character of the opportunities for adjustment to risk within a framework
that is consistent with this benefit taxonomy. It represents a specific example
of how the properties of the planned expenditure function can be used to con-
sider an individual's valuation of risk changes. Moreover, this modification
leads to a change in one of the more important testable implications of past
research on the wvaluation of risk changes. That is, it has been suggested
that the individuals' incremental value of a risk change will increase with the
level of the probability of the detrimental event. While this conclusion holds
where individuals have access to actuarially fair markets for contingent claims
or where they must make state-independent payments for the risk change, it
does not necessarily hold in other cases. As a consequence, a failure to ob-
serve an increasing incremental valuation of risk reductions may not imply
rejection of the expected utility model. It can also reflect the individual's per-’
ceived opportunities to undertake state-dependent adjustments in income claims.

Most of the literature in this area (see, e.g., Jones-Lee [1974] and Wein-
stein, Shepard, and Pliskin [1980]) has used the option price as the benefit
concept for defining how individuals would value risk changes. It has not
specifically described the role of institutions in influencing individuals' valua-
tions of changes in the conditions of uncertainty and therefore has not dealt
with the issues that are posed by our more general framework. Of course, in
the final analysis, the importance of this refinement depends on its empirical
relevance. For our purposes, this means that how individuals respond to a
contingent valuation question that elicits a state-independent bid may well be
affected by their ability, or indeed their perceived ability, to make state-

dependent adjustments. That is, if individuals accept the terms of the contin-
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gent valuation questions eliciting a bid for a risk reduction as the only means
available to them for adjusting, then the results of the existing literature on
changes in the incremental option price with the level of risk are relevant.
In effect, option price is the relevant measure of the benefits of reducing haz-
ardous waste risks. However, if individuals perceive themselves as having
the ability to take specific actions that would be the equivalent of state-

dependent payments, option price may not be the relevant measure.
5.3 IMPLEMENTING THE THEORY: PHYSOLOGICAL CONSID_ERATIONS

To this point, our analysis has implicitly accepted the expected utility
framework as the basis for describing individual behavior under uncertainty.
While Chapter 3 briefly discussed violations of this framework, it argued that
these violations could be explained by either of two amendments to the frame-
work--the introduction of state-dependent preferences or the recognition that
individuals may adhere to an expected utility model but form their judgments
on the probabilities of state of the world in ways that have not been properly
modeled in past applications of the expected utility framework. These modifica-
tions change what Arrow [1974] refers to as the separation or independence
of the information on risk and that on preferences. As a consequence, it be-
comes impossible, without additional information, to distinguish the reason
(i.e., taste or risk perception) for specific behavior in the presence of uncer-
tainty. Moreover, either explanation is simply an alternative means of express-
ing the analyst's ignorance of the factors influencing individual choice. In
the first case, state dependency acknowledges that utility (and, in particular,
the marginal utility of income) may vary with the state of the world. It usual-
ly does not offer an explanation of the features of the state or of the individ-
ual that account for the dependency in general terms. While it may be possible
to identify some factors in specific applications, no attempt has been made to
provide a complete or comprehensive descrption that would accommodate all
cases.

Similarly, in the case of the available alternative explanations for proc-
esses used by individuals to estimate the probabilities of the states of nature,
a number of approaches for information processing were identified as offering
the potential for reconciling observed contradictions with the expected utility

model. However, the frameworks discussed were not part of an integrated
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explanation of how individuals process different types of information or
appraise the likelihood of different types of risk. This is a reflection of the
limited nature of our understanding of behavior under uncertainty.

As we noted at the outset of this report and this chapter, the primary
objective of this research has been to develop estimates of individuals' valua-
tions of reductions in the risk of exposure to hazardous wastes. Since there
are specific aspects of this problem that may affect how individuals respond
to valuation questions, it is important to review the general- features that past
research has indicated may play a role in individual behavior. While this is
not a substitute for a comprehensive model that describes the role of all the
features of the circumstances that may influence behavior, it is nonetheless a
complement to our conceptual model. That is, it serves to indicate the poten-
tial limitations of our framework and to highlight the factors that must be ex-
plicitly considered in implementing it for empirical purposes.

The most important of the factors influencing individual behavior for an
analysis of hazardous waste risks would seem to be what Slovic [1984] refers
to as "dread risk" and "known risk." Our case embodies both. The first
involves the notion that an event is dreaded because it is potentially cata-
strophic. The second quality relates to both perceptions about the individual's
knowledge of the risk and whether the events at risk are delayed in time.
Based on the research of Slovic and his associates, Slovic has suggested that
these factors influence how individuals respond to uncertainty. This would
imply that individuals may well value incremental reductions in the risk of
death from different sources quite differently.* Moreover, based on these

*There is an important issue that arises in modeling an individual's valua-
tion decisions concerning risk changes. It arises because the models have
routinely assumed the risk of interest is the only one the individual faces. If
instead the individual faces multiple risks, and policy is intended to change
one of them, then the problem becomes much more complex. Kihlstrom, Romer,
and Williams [1981] offer some initial insights into the general problems raised
by these cases. They note that even if the risks are independent, ordering
individuals by Arrow-Pratt measures of risk aversion will not necessarily cor-
respond to the ranking implied by the certainty equivalents. Indeed, the whole
problem of characterizing risk aversion and individuals' responses to risk be-
comes more complex in these cases. For example, to the extent sources of
risk are correlated (especially negatively correlated), engaging in some risky
activities may be an approach to risk diversification or have a role akin to
institutions that affect the valuation of risk changes. We have not considered
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considerations, we might expect that an individual would have a greater valuat-
ion of risk reductions where the dread and known factors are present. To
develop some information relevant to the potential effects of these factors we
have designed our survey to include valuation questions for changes in two
types of risk--exposures to hazardous wastes and fatal accidents on the job.
In addition, in the process of questioning individuals about their valuations of
reductions in the risk of exposure to hazardous wastes, we consider two vari-
ations on the questioning format. First, we investigated whether a change in
the health end state (e.g., whether the cause of death was due to damage to
the body's immune system or whether the risk was associated with birth defects
severe enough to mentally retard or physically handicap children for a lifetime)
would alter the individual's valuation of the risk change. Second, our experi-
mental design allows for consideration of both low levels of risk (where an
individual may well assume our knowledge of processes leading to rate events
is imprecise) and bids for the elimination of risk. To the extent dread and
the imprecision of knowledge of the risk would affect individuals' valuations of
risk reductions, we would expect to see their effects evidenced in responses
to these different elements in our design. Moreover, it was also possible to
gauge the effects of these factors on risk perception by asking each individual
their perceived risk of death from four causes--an automobile accident, heart
disease, a disease caused by air pollution, and a disease caused by exposure
to hazardous wastes. As the discussion of the design and structure of the
questionnaire in Chapter 8 describes in more detail, these questions were posed
before any valuation questions and provide the basis for evaluating how risk
perceptions vary for these different types of risks.

In addition to these factors, the controllability and voluntariness of risk
have been found to be important elements in psychological studies of risk per-

ception. These features were also considered in the sturcturing of our analy-

these issues here, but acknowledge that they are clearly relevant to any
empirical efforts since, in the real world, individuals do face multiple risks.
This extension provides another potential explanation for the difficulties exper-
ienced in interpreting the results of field experiments within an expected utili-
ty framework. For the most part, these efforts have tended to ignore other
sources of risk. See Smith [1984b] for discussion of some of these issues as
they relate to the measurement of risk aversion.
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sis. Based on a series of focus group discussion sessions (described in more
detail in Chapter 8), we found that individuals associated differing degrees of
control with respect to the siting of disposal site for hazardous wastes with
whether their community had a "say" in the decision.*

Equally important, and potentially related to the treatment of these two
features of risk, is a concept discussed by Hershey, Kunreuther, and Schoe-
maker [1982] that might be described as assignment of the risk. That is,
what are the assumed "property rights" of the individual for the level of risk
to which he is endowed? Our design reflects all three considerations. First,
in the structure of the contingent valuation experiment, we considered two
types of scenarios--payments for reductions in risk and payments to avoid in-
creases in risk. In the latter case, our survey design varied the sources of
the risk according to whether it was allowed by the Federal government or
voted for by the individual's town council. In addition, our design also
allowed evaluation of a situation in which risk increased but so did an individ-
ual's income.f Finally, comparison of valuations for reduction in hazardous
wastes with those for risks on the job will also reflect the effects of voluntary
selection because the latter were posed as being associated with new jobs and
the individual is asked a wage increment that would induce him to accept a
job with the new risk conditions.

All of these factors fall within the general category of context effects.
They imply that how a risk is explained to an individual may well influence his
response to it (see Schoemaker [1982], pp. 547-48, for further discussion).
Rather than interpret them as potentially implying some form of irrational be-
havior, they can also be interpreted to indicate that analysts have done a poor
job at communicating their questions to survey respondents.

One of the important aspects of the design of the empirical component of
this research has been the use of focus groups in the development of the

*This is clearly consistent with findings observed in studies of the siting
of nuclear facilities. See, e.g., Carnes et al. [1982], Carnes and Copenhaver
[1983], and Carnes et al. [1983]. It is also consistent with the program of
research recently described by Kunreuther and Kleindorfer [1984].

tThis was done using a contingent ranking format that is described in
Chapter 14. A general discussion on the use of the method in benefit estima-
tion is given in Desvousges, Smith, and McGivney [1983].



wording of the questionnaire, the format of the vehicles used to explain risk,
and in the pretesting and revisions to the questionnaire. Since the specific
steps in this process are described in Chapter 8, it is sufficient to acknowl-
edge here their role in adjusting the structure of the empirical component of
this research to reflect what has been learned for the psychological research

on decisionmaking under uncertainty.
5.4 SUMMARY

This chapter has used the framework of the planned expenditure function
to describe how individuals would wvalue risk reductions. It has illustrated
how these valuation concepts will be affected by the mechanisms that are
assumed to be available to the individual for adjustment. By using a simple
two-state example, it has been possible to relate the valuation concepts to both
the past literature on the valuation of risks of death and to the discussion of
option price as a valuation concept in environmental economics.

As acknowledged at the outset, our focus to this point has been on what
might be designated ex ante use values. It is reasonable to expect that indi-
viduals may hold a form of ex ante existence or intrinsic values for risk reduc-
tions because they serve to affect other aspects of the natural environment
whose existence yields utility even though they do not provide user services
in the conventional, consumptive sense. In the next chapter this general
framework is used to discuss how these values might be defined and integrated
into an ex ante perspective for benefit analysis. Following that, we introduce
the discussion of the design of our questionnaire and survey with a chapter
describing the relationship between the conceptual analysis and the constraints

within which it was implemented.



CHAPTER 6

ECOLOGICAL AND INTRINSIC VALUES UNDER UNCERTAINTY

6.7 INTRODUCTION

As described in Chapter 2, hazardous wastes pose risks to ecological sys-
tems as well as to human health, and hazardous wastes regulations can reduce
‘these risks. The purpose of this chapter is to extend the analysis of the val-
uation of risk reductions presented in Chapters 3 through 5 to consider the
problems posed by developing a consistent system for wvaluing reduced risks
to environmental and ecological resources. However, this extension first re-
quires a consideration of the nature of the economic values people derive from
ecological resources.

Ecological systems can yield benefits to people in a variety of forms.
For example, both managed and natural ecosystems can yield food or fiber for
market. In such instances, the ecological system is an input to a production
process that also involves capital and labor in the cultivation and harvest of
plant and animal species. We might call these production or market benefits
because the harvest activities are undertaken in response to market forces
and profit incentives. The benefits of changes to ecosystems used for market
purposes come in the form of changes in the prices of goods and factor inputs.
This is in contrast to those human actions involving uses of the ecological sys-
tem that yield utility directly to the individuals concerned. Examples of such
direct use benefits include the values attributable to recreation activities such
as hunting, fishing, wildlife observation, and nature photography.

It has also been argued that natural environments, including their ecologi-
cal components, can yield benefits that are not associated with their direct
use. This class of benefits has been variously named intrinsic, nonuser, and
nonuse benefits. Such benefits are said to arise from a variety of motives,
including the valuing of the knowledge of the existence of a particular environ-

mental or ecoleogical attribute, a desire to bequeath certain environmental assets
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to one's heirs or to future generations, and a sense of stewardship or respon-
sibility for preserving certain features of natural environments.

One of the objectives of this chapter is to develop a logical and consistent
set of definitions and concepts that can guide further theoretical analysis and
empirical testing of propositions about intrinsic values. Toward this end, Sec-
tion 6.2 is devoted to a systematic examination of the several types of intrinsic
benefits associated with ecological resources that have been discussed in the
literature. This section also considers alternative ways of specifying prefer-
ence functions to reflect the wvarious forms of intrinsic benefits. One issue
here is the particular circumstances under which it is possible (or meaningful)
to partition a total benefit measure into components--e.g., use, bequest, pure
existence, and so forth. Another issue concerns the relationship between in-
trinsic benefits and the benefits associated with the direct use of the environ-
ment. Section 6.3 extends the discussion of existence values to the situation
in which a policy alters the probability that the resource will exist and consid-
ers further the implications of ex ante versus ex post perspectives for the
valuation of risk changes. Section 6.4 offers some conclusions and discusses

the implications of this analysis for approaches to measuring ecological values.
6.2 EXISTENCE AND USE VALUES UNDER CONDITIONS OF CERTAINTY

In this section we take up several questions concerning the relationship
between use and existence values and possible motivations for existence value.
In all cases this analysis maintains the assumption of certainty. Let us assume
that an individual derives utility from the consumption of a vector of private
goods, X, and some measure of the quality of the ecological system at the site,
Q. In this general formulation, Q can be taken to be a scalar measure of some
critical characteristic--e.g., the population or biomass of an important species
or the number of different plant or animal species present in the ecosystem.
Alternatively, Q could be interpreted as a dichotomous variable taking the
value Q; = 0 in the absence of some critical ecological attribute and the value
Qa2(> Q;)) when that attribute is present. In the latter case, the marginal
utility of Q is assumed to be positive in the interval Q; - Qs and 0 otherwise.

To give the problem additional structure, let X; be some market good

associated with use of the ecological resource. Examples could-include the use
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of the services of a site for purposes of recreation, rental of a boat for fish-
ing, or hiring the services of a guide to conduct a visit to an ecological re-
source. If X; = 0, we interpret this to mean that the ecosystem has not been
used by the individual.

Assume that the individual maximizes utility subject to the budget con-
straint M - P-X = 0, where P is a vector of goods' prices. The solution to
this maximization problem yields a set of demand functions for X. In the ab-
sence of further restrictions on the form of this utility function, the demand
functions can be written as Equation (6.1):

x1 = xl(p: M: Q) . (61)

The minimum expenditure necessary to attain any given level of utility is

E =E(P, Q. U) . (6.2)

If U* is the solution to the utility maximization problem given P, M, and Q,
then the compensating surplus measure of the benefit of an increase in Q from

Q; to Qg is given in Equation (6.3):

S = E(Pr Ql; U*) - E(p; Q2f U*)

Q2
=-[  BE/3Q + dQ .
Q1

(6.3)

In this general formulation, S could be a pure use value, a pure nonuse
or existence value, or some combination of the two. If the conditions defining
Miler's weak complementarity hold, then S is a pure use value (Méaler [1974]).
Two conditions on the utility and demand functions must be satisfied in order
to fit Maler's definition of weak complementarity. First, there must be a value
for P,, designated as P¥(Q), such that the demand for X, is zero:

X3 = Xi(Pf(Q), Po; ... Pn’ M, Q) =0 . (6.4)
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And, second, at that price, the marginal utility or marginal welfare of changes

in Q must be zero:

aE (PT(Qr p‘Z! ==y Pn1 Qz.f U*)/aQ = 0 ! (5.53)

or, equivalently,

3U (O, Xz, .-+ X_, Q2)/3Q =0 . (6.5b)

As is now well known, the conditions defining weak complementarity also
allow this pure use value for changes in Q to be estimated by appropriate anal-
ysis of the demand function for X,;. Specifically, S is equal to the area be-
tween the compensated demand curves for X; when Q increases from Q; to
Q,.* That is, S is defined by Equation (6.6):

RE
S= J My (Pys Poy «vsy P U*, Qz)dP,
Py
(6.86)
Pt
- .f Hl(Plr Pzr seey pn: U*r Ql)dp1 ’
P

H, = the compensated demand function for X,

-~
H

the given market price.

The process of using ordinary demand functions to approximate the com-
pensating surplus measure of a use value for a quality change can be complex.
If we are willing to assume that the quality change affects the effective price
(or the quantity of the resource services, X; in this case), then the analysis
of Willig [1976] or Randall and Stoll [1980] can be used to describe how S
can be approximated by the area between the ordinary (i.e., Marshallian) de-
mand functions for X, at the two levels of Q. In the case of Q acting through
the price, we are essentially maintaining that the effect of a change in Q is

the same as the effect of the corresponding changes in the price of X,;. If the

*For an elaboration, see Miler [1974], pp. 183-89 or Freeman [1979],
pp. 72-75.
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role of Q in the demand for X; cannot be distinguished in this way, then the
relationship between the Marshallian and Hicksian demand functions depends
on properties of the expenditure function that are not considered in either
the Willig or Randall and Stoll analyses. Consequently, these approaches can-
not guide an evaluation of the relationship between Marshallian and Hicksian
measures of the welfare change associated with a change in ecological quality.
Pure existence value occurs when X; = 0 at all P; > 0 but 3U/8Q > 0--
i.e., when the second condition defining weak complementarity is violated.

Given this condition on use, pure existence value EX is given by Egquation
BT )%

EX = ELP, Qg UX) -~ BER, QusiU*) , (6.7)
where
Q=0
Qs > 0.

The necessary and sufficient condition for pure existence value is that the
utility function be strongly separable in Q. One consequence of this strong
separability is that changes in Q have no effect on market behavior. Thus,
there is no basis for estimating pure existence values from observations of
changes in market prices or quantities.

Some authors have questioned the plausibility of a pure existence value
that is truely independent of any use of the site. In justification for pure
existence value, Krutilla suggested that, "An option demand may exist, there-
fore, not only among persons currently and perspectively active in the market
for the object of the demand, but among others who place a value on the mere
existence of biological and/or geomorphological variety and its widespread dis-
tribution" [Krutilla, 1967, p. 781]. In an accompanying footnote, he also sug-
gested that the "phenomenon discussed may have an exclusive sentimental
basis, but if we consider the bequest motivation in economic behavior, dis-
cussed below, it may be explained by an interest in preserving an option for
one's heirs to view or use the object in question" [Krutilla, 1967, p. 781, n].

Later, Krutilla and Fisher wrote,

Perhaps closely associated with option value is the value some indi-
viduals derive from the knowledge of the existence of unspoiled wil-
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derness, wild and scenic rivers, and related phenomena of peculiarly
remarkable quality. . . . In the case of existence value, we con-
ceived of individuals wvaluing an environment regardless of the fact
that they feel certain they will never demand in situ the services it
provides . . . however, if we acknowledge that a bequest motivation
operates in individual utility-maximizing behavior . . ., the existence
value may be simply the value of preserving a peculiarly remarkable
environment for benefit of heirs. (Krutilla and Fisher [1975], p. 124)

While Krutilla and Fisher offer a bequest motivation as one of several pos-
sible explanations for a pure existence value, McConnell takes a different point

of view:

The notion that a good is valued only for its existence, that it pro-

vides no in situ services, is far fetched. In most cases, resources
are valued for their use. Existence value occurs only insofar as
bequest or altruistic notions prevail. We want resources there be-

cause they are valued by others of our own generation or by our

heirs. Thus use value is the ultimate goal of preferences that yield

existence demand, though the existence and use may be experienced

by different individuals. (McConnell [1983], p. 258)

In contrast to McConnell's view, Randall and Stoll recognize that people
might experience other than altruistically motivated benefits from the existence
of a site without visiting the site. However, they argue that all such non
in situ uses are associated with some aspect of market-related behavior and
that these values thus constitute a form of use they label "vicarious consump-
tion": "Thus, we consider the values generated by reading about Q in a book
or magazine, looking at it in photographic representations, for example, to be
use values. Clearly our definition of use includes vicarious consumption"
(Randall and Stoll [1983], p. 267). In terms of our model, they view Q as
enhancing the utility of perhaps several goods in the vector X.

Neither McConnell nor Randall and Stoll recognize concern for the exist-
ence of a species out of ethical considerations as a possible motive for pure
existence values. While ethical philosophers are not in agreement as to the
validity and proper form of such concern,* it is possible that some people hold
such values and are willing to commit resources on that basis.

This discussion of the possible motivations for pure existence value is

inconclusive. This is at least in part because some of the arguments of the

*For discussion of these issues, see, for example, Norton [1982], Sagoff
[1980], and Rescher [1980], pp. 79-92.



authors cited are misdirected in at least two respects. The first concerns var-
ious definitions of existence value. Definitions can be considered in part a
matter of taste. A set of definitions can be considered useful if it furthers
the research objectives and leads to useful answers to meaningful questions
and if the definitions are based on operationally meaningful distinctions. If
use values are limited by definition to those associated with in situ uses, these
definitions have the virtue of distinguishing between cases where use of a site
generates observable data and cases where no meaningful data can be obtained
by observing market transactions.

One problem with so-called vicarious uses is that the observable market
transaction--e.g., the purchase of a nature magazine--often entails the simul-
taneous or joint use of many environmental resources so that allocation of the
market transactions to specific resources is not possible. Furthermore, vicari-
ous use has the odd feature that use can occur--e.g., through viewing of film
and photographs--even though the resource no longer exists. Finally, where
vicarious uses invelve information conveyed by photographs and so forth, the
public good dimension of information seems likely to virtually destroy any mean-
ingful relationship between observed market behavior and underlying values.

The second respect in which the preceding arguments may be misdirected
has to do with the role of possible existence values in policy analysis. We
are concerned with the question of existence values because resource misalloca-
tions will result if they are of significant size, unmeasured, and therefore omit-
ted from benefit-cost calculations. The arguments about motivations for exist-
ence values seem to be offered for the primary purpose of persuading the
reader of the plausibility of the hypothesis that existence values are positive.
But the real test of this hypothesis will come from the data. Rather than fur-
ther debating definitions and possible motivations, the most useful step would
be to proceed with a test of the hypothesis that existence values (defined in
a way to make testing of the hypothesis feasible) are positive. If the evidence
supports this hypothesis, then further research efforts might be devoted to
testing hypotheses about the determinants (motivations) or the size of existence
values in different cases. Thus, consideration of the motivations for exist-
ence values is important (at this stage in our empirical research) only to the
extent that these motivations affect the discussion used to explain the concept

to individuals in a contingent valuation framework.
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So far we have considered two polar cases in which value accrues to indi-
viduals only through use (weak complementarity) and in which value is entirely
independent of use (pure existence value). Now we take up the intermediate
case where value accrues through use but the conditions defining weak comple-
mentarity do not hold. Using the model of preferences developed in this sec-
tion, we will show that there is a subtle distinction between existence wvalue
and nonuse value when there is some level of Q (e.g., Q = 0) at which no
use is possible at any price for X;. Finally, we will consider the problems of
measuring the total benefit and its components by various techniques.

The use wvalue of the site being visited is the increase in expenditure
necessary to compensate for an increase in the price of a visit sufficient to
reduce the number of visits to zero. Thus, this value provides a dollar meas-
ure of the welfare change associated with the use that takes place at the exist-
ing price, P;. To measure the use value of a quality change, we are interest-
ed in how the welfare change associated with having these access conditions
(i.e., the price of P;) would itself change with a change in the quality of the
resource. Thus, the use value of an increase in quality from Q; to Q, (where

Q2 > Q;) is the increase in the use value of the site:

SU = E[PT(Q): P2r LA pnr Q2) U*] e E(pl.* P2r LA pn.f Q2r U*)
(6.8)
~ ELFHQD, oy o pn" Qi, U*] + E(Py, Py, ..., Pn! Qi, U%) ,
where
P¥(Q) = the price at which X; = 0

P1

the original price per visit.

Implicit in this formulation is the assumption that X; > 0 at P, and Q,. Notice
that SU can be defined only if there is a price that chokes off demand. SU
can also be measured by the area between the compensated demand curves for
X, at the two levels of Q.

Now let us define nonuse benefits as that change in expenditure that
holds total utility constant given that the price of visits is so high as to elimi-
nate use of the site. In terms of the expenditure function, nonuse benefits,

SN, are defined as follows:



SN = E[PT(Q)r Pz; o a4 pn.i' Qlf U*]
(6.9)
- E(pT(Q); P2! ey P ' Q2.f U*)

n
According to this definition, existence benefits can be positive for potential
users and even for those who do use the site when P, is less than P¥.

Now define an individual's total benefit from a change in Q as the sum of

that individual's use benefit and nonuse benefit:

S 2 B+ 5o . (6.10)

Substituting Equations (6.8) and (6.9) into (6.10) gives the following expres-
sion:

-

& F E[PT(Q)! P2: ..y pn# Q2f U*] ™ E(Plr P21 Pnr er U*)
& E[PT(Q): p2! e Pn; Ql: U*] =+ E(P]_r P2: SCR A pnr Ql.r U*)
(6.11)
* E[PT(Q))‘ p2t voea g pn! Ql: U*] = E[pT(Q)r sz LA L | Pnr Q2f U*]
3 E(Pie Pyive. s Py iy 0K) <B(RY) PRyl 0P Qp, %)L

This expression gives the increase in the value of a resource as it increases
in size or quality. But it does not shed any light on the value of existence
versus nonexistence of the resource. Let (j represent the minimum level of Q
at which it can be said that the resource exists. Clearly, 6 represents a
threshold or minimum viable level of the resource. At (5, use value is given

in Equation (6.12):

S, = EIPECQ). B, ...p P, Q, UX]
A (6.12)
& ER Pou s Boona®in iFE) -
Existence value is given in Equation (6.13):
Sg = E[PF(Q), P2y ...y Py, Qi, U¥]
(6.13)
“E[PHQYy Py v o PL7Q, UK] ",

where Q, < (5

Defining total value S as SU + SE gives
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S= E[P*]_(Q_)! p21 *as y pnl' Q]_.f U*]
(6.14)

» Bl Pgy cou B, Q, U*)

Comparing the first terms of Equations (6.11) and (6.14) is instructive. If
Q, is less than Q, the first term in Equation (6.11) does not accurately convey
the implications of the connection between X; and Q, especially the manner in
which that association constrains the decisions an individual can make. The
conventional expenditure function is the solution to the dual of the utility max-
imization problem subject to the usual constraints. When the level of Q exceeds
Q, the constraint on X, is not binding, and, consequently, the form of the
expenditure function will be different than when this constraint is applied.
More specifically, with Q < 5, X; must be zero, and gFeater‘ expenditures are
required to realize the utility level U*. The first term in the reduced version
of Equation (6.11) does not make this apparent. It appears that the only con-
straint to the level of consumption of X,; is the price, P;. The distinction
would be apparent if we solved analytically for the expenditure function using
some specific functional form for the utility function. When Q, is assumed to
exceed (5, the selections of all Xi's can be assumed to be consistent with an
interior solution. However, when Q; is not greater, then the solution involves
a boundary value or corner in X; (i.e., with X; = 0). There is, however,
some additional information we can use. This case must be equivalent to the
expenditures made at level Q, when P, = P’{‘(Q"). Thus, we can use this infor-
mation and substitute in Equation (6.11) for the first term to derive Equation
(6.14). )

In conclusion, the total nonuse benefits of an increase in Q can still be
defined as in Equation (6.9). But if Q; < Q, nonuse benefits have two com-
ponents, one related to existence alone (SE) and one related to magnitude or
size of the resource.

What does this analysis imply about the measurement of existence and non-
use values? The first implication is that nonuse value and use value can only
be meaningfully distinguished in those cases in which there is some price (P¥)
above which use drops to zero. The definitions of both use and existence
values are predicated on the existence of some price at which use falls to zero.

And that can be assumed only if there is some nondivisibility in X; such that

6-10



quantity demanded must be zero at P; > M. Otherwise, total value can be
defined as in Equation (6.11), but no allocation between use and nonuse value
is possible. Second, Méler's definition of weak complementarity is equivalent
to saying that nonuse values are zero. But if weak complementarity does not
hold, and if the present price of the visit is equal to or greater than P¥, then
use value is zero while existence value may be positive. And at any price,
even '"'monusers" might become users if the price of a visit were to fall suffi-
ciently.

Third, as Maler has shown, even if a complete system of demand functions
for X has been estimated on the basis of market data, the expenditure function
cannot be recovered unless the conditions for weak complementarity hold
(Méler [1974], pp. 121-25, 183-89). But positive existence value implies the
violation of the weak complementarity conditions. Thus, if existence value is
positive, the total value of a change in Q cannot be estimated from observa-
tions of market data. It appears that contingent valuation techniques must be
relied upon in this case.

The fourth implication concerns the measurement of use wvalue. The
accurate measurement of use value requires knowledge of the compensated de-
mand function for visits. But this demand function cannot be recovered from
market data unless the conditicns for weak complementarity hold--i.e., unless
existence value is zero. Of course, in some cases (as described above), use
value can be measured as a reasonable approximation through the use of the
ordinary demand functions for visits.

What can be said about measuring SE or SN for users? One approach
would be to use contingent valuation techniques to estimate total values for a
set of users and use market techniques such as the travel cost model to esti-
mate SU for the same group. A comparison of the estimates of S and SU would
constitute a test of the hypothesis that nonuse values are positive for users.
Another approach is to ask people their willingness to pay for an improvement
in Q or to preserve an ecological site of given Q even if they knew they would
never be able to visit the site. This is the approach taken by Desvousges,
Smith, and McGivney [1983] to estimate existence values for water quality in
the Monongahela River. One problem with this approach is that it asks people
to place themselves in a counterfactual situation. It might be helpful to pro-

vide an explanation as to why they should imagine that they would not be able
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to visit the site.* For example, they might be told that the price of visits
had been increased to some very high number, effectively choking off demand
for visits. Or they might be told that all visits had been banned to prevent
damage to some fragile component of the ecosystem.

Finally, individuals might be asked to reveal their total value and then
asked to allocate this total between use and nonuse values. One problem with
this approach is that respondents typically are given no guidance as to what
conditions to assume when they perform the allocation. Since nothing is said
in this sort of question about the assumed price of visits, there is no reason
to believe that the respondent's mental processes will reproduce the conditions

defining existence and nonuse values stated above.
6.3 UNCERTAINTY OF EXISTENCE

In this section we extend the discussion of use, nonuse, and existence
values to the case where the individual is uncertain as to the existence or sup-
ply of the environmental resources. We assume the individual has assigned
probabilities to the two states of nature--the resource exists, Q = (5; and the
resource does not exist, Q = 0. We develop measures of value for regulation
that cause the individual to revise upward the probability that Q= Q. And
we consider the possible relationship between these measures of value and
observable ex post measures, namely changes in expected use values.

Our analysis will also restrict the general framework for describing indi-
vidual choice that was discussed in Chapters 3 and 4 by assuming there is a
specific source for the state dependency in individual utility functions. Recall
that, in Chapter 4, the planned expenditure function was defined by acknowl-
edging the existence of state-dependent utility functions but without describing

the factors that caused the marginal utility of income to vary with state. Here

*In the Desvousges, Smith, and McGivney [1983] effort this was done
through the use of the value card. This interviewer aid was used to explain
to respondents the different potential types of values for a water quality im-
provement including the use, option and existence values. After a few gues-
tions designed to provide respondents practice with the proposed taxonomy,
the framework was used to elicit the components of the total value of the re-
source. It is, of course, an open question as to whether this approach facili-
tates the task that confronts survey respondents.
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we will assume that the state dependency arises exclusively as a result of the
existence of the environmental resource. Our framework is completely consist-
ent with a state-dependent specification with two states. We have simply given

a somewhat more specific form to the function by specifying that
U (Xy1) = U(Xy, 0)

and
Bl ad, = By 1)

Let q; and ry; (r; < g;) be the probabilities that the resource will not
exist in the absence of and with the policy, respectively. So, qgo(= 1 - qg;)
and ro(= 1 - r;) are the probabilities of existence or supply--with ro > qgs.
Expected utility in the absence of the policy is given in Equation (6.15):

E(U)* = q; U(Xy, 0) + g3 U(Xp, Q) . (6.15)

The subscripts on the goods vectors )(i allow for the possibility that purchases
of market goods--visits to the resource in particular--will be affected by the
availability of the resource.

As discussed in Chapter 5, assuming that the individual minimizes the
planned expenditures required to realize a given expected utility subject to
the set of contingent prices, the planned or ex ante expenditure function can
be written as Equation (6.176):

E(P, a;, Q, E(U*] , (6.16)
where
P = the vector of prices for contingent claims.

The ex ante benefit of the policy that raises the probability of supply is the
decrease in expenditure to attain E(U)* made possible by the higher probability

of supply as given in Equation (6.17):

s = E[P, q;, 92, Q, E(U)*] - E[P, ry, rp, Q, E(U)*] . (6.17)



This measure captures both ex ante use and existence values. Estimates of S
might be elicited by appropriately designed contingent valuation questions that
describe the ecological resource and the change in risk associated with the
policy.

Often analysts have estimates of ex post use values derived from observa-
tions of actual users based on, for example, the travel cost site demand model.
A natural question is whether ex post use values can be the basis of estimates
of ex ante values. Two kinds of problems are encountered in trying to calcu-
late ex ante wvalues from observed ex post use values. The first problem, of
course, is that there is no logical relationship between use values and nonuse
and existence values, even for users. So to the extent that nonuse values
and existence values are significant, observations of use wvalues will yield
underestimates of total values. Moreover, the error potentially could be quite
large.

The second kind of problem arises because of the difference in perspec-
tives between the desired ex ante value and the observed ex post value. The
remainder of this section expands upon the material developed in Chapter 4
by focusing on ecological values and the relationship between ex post and
ex ante use values within a framework that assumes a specific source of the
state dependency in utility and a specific institutional framework for individual
adjustment in response to a risk change. This focus permits an evaluation of
the nature and extent of possible errors involved in using ex post values as
estimators of ex ante use values.

To focus attention on use values, we assume that nonuse and existence
values are zero. We also assume that income and prices are constant across
states of nature. Finally, we assume that there are no contingent claims mar-
kets and that state-dependent payments for the resource are not feasible, so
that the maximum state independent payment or option price (OP) for the
reduction in risk is the relevant ex ante welfare measure. Option price is
that constant payment for the policy that makes the expected utility with the
policy equal to expected utility without the project. [t is the solution to Equa-
tion (6.18):



q:V(Y, 0) + g,V(Y, Q)
) (6.18)
= ri V(Y = OP, 0) + raV(Y = OP, Q) ,

where V(-) is the indirect utility function associated with U(-). It is assumed
constant in all states and Y is income.

Since the ex post use value, SU , is the solution to Equation (6.19),
V(Y - s, @) = VY, 0) | (6.19)
Equation (6.18) can be written as Equation (6.20):
qaV(Y = S, Q) + gaV(Y, Q) = riV(Y - OP, 0) + r,V(Y - OP, Q) . (6.20)

In the most general analysis, four possible patterns of supply uncertainty
and risk reduction can be distinguished on the basis of whether the policy
eliminates uncertainty (ro = 1) or not (ry < 1) and whether or not there is a
possibility of supply in the absence of the policy.* These cases can be sum-
marized as follows:

Case A: No palicy, no supply.
With paolicy, sure supply--qs = 0, rp =

|
=

Case B: No policy, possible supply.
With policy, sure supply--qs > 0, r, =

|
-

Case C: No policy, no supply.
With policy, possible supply--qs = 0, ro < 1.

Case D: No policy, possible supply.
With policy, possible supply--0 < gg < rp < 1.

The relationship between OP and the expectation of S, can be analyzed

U
for each of these cases by imposing the appropriate probability conditions on
Equations (6.178) or (6.20) and solving for OP.

For Case A (q2 =0, rp; = 1), Equation (6.20) reduces to Equation (6.27a):

V¥o= By Q) = V(Y - 0P, Q) . (6.21a)

*This analysis is based on Freeman [forthcoming b].
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Therefore,

OP = SU - (r2 = Q2)SU . (6.21b)

Option price equals the increase in expected surplus, and there is no error
involved in using SU as an ex ante welfare measure. But this should be no
surprise. There is no uncertainty either with or without the program.

For Case B (g > 0, rp = 1), Equation (6.20) becomes Equation (6.22):
91VCY = S, Q) + aV(Y, Q) = V(Y - OP, Q) . (6.22)

Bishop [1982] and Brookshire, Eubanks, and Randall [1983] present (respec-
tively) mathematical and graphical proofs that option price is greater than ex-
pected use value for risk averse individuals.* A graphical proof can be
presented with the aid of Figure 6-1, which shows utility as a function of in-
come, given that the resource is available. Assume that g, = 1/2. The left
side of Equation (6.22) gives E(U)* as shown in the figure. Now suppose
that with the program the individual must make a state-independent payment
equal to (r, - qz)SU = 1/2 SU. The expected utility of this payment scheme
is E(U), > E(U)*. Thus, the maximum state-independent payment or option
price is greater than 1/2 SU. The intuition is straightforward. |In the ab-
sence of the program, the individual, in effect, holds a lottery on Q. The
risk-averse individual would pay more than the expected monetary equivalent
of the lottery (expected SU) to eliminate the uncertainty associated with the
lottery. The excess of option price over expected SU is a risk-aversion premi-
um or supply side option value in Bishop's terminology .

For Case C (qy =0, rp < 1), Equation (6.20) becomes Equation (6.23):

ViR = & Q) = ryV(Y - OP, 0) + rp,V(Y - OP, Q) . (6.23)

*Both papers were concerned with a different formulation of the question.
They defined supply side option value as the difference between OP and ex-
pected SU and asked whether supply side option value was positive or nega-
tive.
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In this case, the sign of option value is indeterminate. A mathematical proof
requires the introduction of two new terms.*
Let Y*¥ =Y - OP and define SU* by

V(Y* - SX, Q) = V(Y*, 0) . (6.24)
Strict concavity of V in income implies:
VIry(Y* = S%) + ra¥*, Q] > ryV(Y* - S%, Q) + raV(Y*, Q) . (6.25)
Using Equations (6.23), (6.25), and the definitions gives
2 * - ook * 0O & 3
V(¥ =OP S *+ reS%, Q > V(Y -5, Q) . (6.26)

Thus,
-OP-SG‘+r256>—SU '

or, after some rearrangement,

OP < rpS ; + (1 - ry) (5, = S%) . (6.27)

U U

I f SU is independent of income, then the second term on the right side
of Equation (6.27) drops out and option price is less than expected SU. But
in the more likely case that Q is a normal good or has a positive price flexi-
bility of income, then Sl’j > SU' Although Equation (6.27) must still hold, OP
could exceed r‘zsu.

The behavior of S  as a function of income is the basis of Cook and

u
Graham's [1977] measure of the irreplaceability of a good:

aVv(Y,0)/9Y
av(Y - su,é)av

dSU_

& - 1"

(6.28)

According to Equation (6.22), if Q is replaceable in this sense (dSU/dY = 0),
then supply side option wvalue must be negative. Smith (1984) has also used
the index of irreplaceability or uniqueness in establishing bounds on demand

side option value. It is important to draw attention to the role played by the

*We are indebted to John Fitzgerald for suggesting this proof.



Cook-Graham index in these analyses. It provides a gauge of the element in
a state-dependent model of consumer behavior under uncertainty that is impor-
tant for the outcomes and valuations of policy changes implied by the model.
That is, it provides a simple description of the extent of the difference in the
marginal utility of income at points that would be regarded as equivalent in
terms of their respective levels of the total utility. That is, the point de-

scribed by Q = Q and income at Y - S,, has the same total utility as the point

at which Q = 0 and income is Y. T:ey are on the utility certainty locus.
However, a marginal change in income means something quite different in the
two states. It is this point that Arrow [1974] identified as the key element
in a state-dependent specification. With our restriction in the source of the
state dependency for the analysis of this chapter, this result then describes
how the importance of the state dependency is realized through the change in
a component (SU) of the ex post measure of the change in Q.

In Case D, all of the probabilities are positive. We have not been able to
find a general proof regarding the relationship between OP and (r; - Q2)SU.
However we have done sample numerical calculations with alternative utility
functions, parameters, and probabilities and have found examples to show that
QP = {(rs = q2)5U can be either positive or negative. Some of these calcula-
tions are shown in Appendix A. These calculations seem to suggest that the
difference between OP and (r, - Q2)5U may be relatively small; but this is not
a firm conclusion. The question requires further research.*

To summarize the results of this analysis, expected use value is an
ex post valuation measure. But if the indirect or von Neumann-Morgenstern
utility function is known, then it may be possible to derive analytical expres-
sions for the calculation of option price as a function of expected SU and the
parameters of V(-). Thus, if option price is the desired ex ante welfare indi-
cator, it may be possible to compute option price from the available ex post
indicators and assumptions concerning degree of risk aversion and so farth.
As we discussed in Chapter 4, option price is a measure of welfare change

that assumes a specific set of opportunities for adjusting to risk are available

*See Freeman [1984a] for some results of an investigation of the likely
magnitude of demand side or "timeless" option value.
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to the individual such that state-dependent payments are not possible. |If
there are actuarially fair opportunities for insuring against risk either through
contingent claim markets or alternative payment plans, then option price is
an underestimate of the ex ante welfare measure. And, in any case, none of

these measures based on use data reflects any form of nonuse value.
6.4 CONCLUSIONS

In this section we draw out some of the implications of the preceding anal-
ysis for efforts to estimate the ecological and intrinsic benefits stemming from
hazardous waste regulation. In a world of uncertainty, individuals can be
placed in one of three categories with respect to their possible use of the eco-
logical resource. First, there are those who are certain to use the resource
if it is available. Second, there are those who are uncertain of their use of
the resource. They are potential or possible users. And third, there are
those whose probability of using the resource is effectively zero--i.e., they
are nonusers. The first and second categories of individuals can have both
use and existence values for the resource. The third category of individuals
can have only existence values. Of course, the boundary between the second
and third categories may be indistinct in practice. If we ask individuals to
identify themselves as either potential users or nonusers, some people with
low but nonzero probabilities of future use may identify themselves as non-
users. And statistical models for predicting probability of use may generate
trivially small but nonzero probabilities for many individuals. As a practical
matter, they should be treated as nonusers.

For the moment let us assume that the probability of the supply of the
resource is one. Use values for actual users (drawn from both the first and
second categories) can be estimated by existing indirect methods such as the
travel cost model. But these methods are incapable of shedding any light on
possible existence values.

One approach to estimating the total wvalue for users is to ask them a
contingent wvaluation question about their total willingness to pay for the re-
source. |If respondents understand that this wvalue is to encompass both use
and existence values, then their answers are all that is needed for policy pur-
poses. However, to test hypotheses about the magnitude of and determinants

of existence value, it would be useful to have the total value broken down
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into its two components. Some researchers have simply asked people to allocate
their total willingness to pay into use and existence categories. One difficulty
with this approach is that it asks people to place themselves in a hypothetical
situation, which may be difficult for them to imagine. That is, it asks them
to imagine that they are nonusers without specifying for them the reason that
they no longer use the resource. A recommended principle in the design of
contingent valuation instruments is that gquestions should correspond as closely
as possible to respondents' actual situations.* Another approach is to compare
the contingent value responses with estimates of use values derived from indi-
rect techniques. |In principle, the difference between the two measures is
existence value. However, in practice, at least part of the difference may be
due to measurement errors in either or both measures.

For the second category of users, one approach is to estimate expected
consumer surplus from data on actual users and to use assumptions about the
structure of demand uncertainty and preferences to compute option price.
But this gives an estimate of the increase in expected utility associated only
with use. Again, the only way to get at existence values is to ask a contin-
gent valuation question about total willingness to pay. And, finally, for non-
users, contingent valuation questions are the only basis for drawing inferences
about existence values.

In the case of uncertainty in supply and programs to increase the proba-
bility of availability, consumer surpluses of actual users may provide a basis
for estimating increases in expected use values. But, as in the case of only
demand uncertainty, contingent valuation questions are required to obtain total

values that include existence values.

*For a more complete evaluation of the reference operating conditions
that include this requirement, see the Cummings, Brookshire, and Schulze
[1984] definition.

TSee Brookshire, Eubanks, and Randall [1983] for an example in which
certain nonusers in the sample were identified. Their responses were inter-
preted as pure existence values.
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PART Il

RESEARCH DESIGN, QUESTIONNAIRE
DEVELOPMENT, AND THE SURVEY

Part Il of this draft interim report describes how we implemented the con-
ceptual framework developed in Part | through designing and completing a con-
tingent valuation survey to measure the benefits expected to accompany haz-

ardous waste regulations. Part || comprises the following four chapters:

Chapter 7 - Research Design: The Transition from Theory to
Practice

Chapter 8 - Survey Questionnaire Development

Chapter 9 - Sampling Plan and Survey Procedures

Chapter 10 - Profile: The Survey Area and |ts Population

As suggested by their titles, the first three chapters describe the evolution
and development of the survey questionnaire, the experimental design, and
our survey administration and sampling procedures. The last chapter in this
part briefly describes the survey area, the information on hazardous wastes
available to survey respondents, and the attitude and character of survey
respondents.

In the process of conducting and reporting on a fairly long, complex re-
search effort, the specific details of the tasks involved in the research, both
important and tangential, can obscure the reader's overall perception of the
research objectives. For this project it is important to remember that the pri-
mary objective was to value changes in the risk of exposure to hazardous
wastes. In particular, in contrast to the strategy adopted by the Cummings,
Brookshire, et al. [1983] study that sought to value regulations, our premise
is that the hazardous waste regulations provide a reduction in the risk of ex-
posure to these wastes. In effect, the regulations deliver a risk change--and
a change in a very specific kind of risk at that: the risk of exposure to haz-
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ardous waste. Thus, to measure the benefits of a regulatory policy, it is
necessary to value this change in risk. This implies that it is necessary to
know how individuals value changes in risk and to obtain empirical estimates
of those values. We have argued in the conceptual analysis that not all risks
are the same. Therefore, it is also important to know how the empirical esti-
mates of these values are influenced by the specific features of the risk (e.g.,
the attributes of hazardous waste risks are likely to differ from occupational
risks), the circumstances of what is at risk, and the characteristics of the
individuals who are asked to envision themselves as experiencing the changes
in risk. These observations are not new. Indeed, the literature on people's
ability to process risk information--both from experts and ordinary individu-
als--suggests that all of these elements will be important to interpreting the
results of any effort to value risk changes.

The experimental economics and psychology literature on individuals' be-
havior under uncertainty provide valuable insights that influenced several
dimensions of our research design for valuing changes in hazardous waste risk.
For example, work by Schoemaker [1982], Hershey, Kunreuther, and Schoe-
maker [1982], Tversky and Kahneman [1981], and Slovic and Lichtenstein
[1984] points out the need to consider various features of the risk itself.
That is, hazardous waste risks may have certain attributes or characteristics
that will affect people's values for reductions in these risks. The importance
of the context of the risk also clearly emerges from this literature. Context
implies that the circumstances through which the individual experiences the
risk (whether real or hypothetical) may affect his valuation of a risk change.
One of its central elements in any description of risk is the implicit property
rights surrounding the risk change.

Some elements of the research also stem from another closely related set
of research--the recent findings of the state-of-the-art assessment of the con-
tingent wvaluation method (see Cummings, Brookshire, and Schulze [1984]).
Chapter 7 begins this section by discussing how the conceptual framework
influenced the structure of the questionnaire and its implementation in the sur-
vey design. .

Of course, it is also important to note that the nature of the research

design was significantly influenced by the focus groups conducted in the early
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stages of developing methods for discussing hazardous waste and risk with
individuals. These activities are described in some detail in Chapter 8 (and
in greater detail in Desvousges et al. [1984a,b]). _

The sampling and survey design, described in Chapter 9, highlight the
target population, the sampling procedures used to obtain a representative
sample of the target population, and the survey procedures that implemented
the sampling, and in fact, the research design. Chief among these are the
detailed quality controls for the monitoring of interviewing process.

Chapter 10 provides a brief overview of the survey area, the target pop-
ulation, and how our respondents compare with that population. |In addition,
it also includes a brief description of several hazardous waste contamination
incidents that have occurred in the survey area and types, amounts, and
sources of the information concerning them. Finally, the chapter profiles cer-
tain key features of the survey respondents including their knowledge and

perception of hazardous wastes.
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CHAPTER 7

RESEARCH DESIGN: THE TRANSITION FROM
THEORY TO PRACTICE

7.1 INTRODUCTION

This chapter describes the research design that underpins our contingent
valuation survey for measuring an individual's values for reductions in the risk
of exposure to hazardous wastes. [t has a difficult but important task because
it translates theoretical concepts and findings into their empirical counterparts.
The research design links the conceptual analysis, developed in Part | of this
report with the questionnaire development effort and the survey sampling and
administration procedures described in this part. Equally important, it also
provides some of the rationale for the analyses of the survey data that are
described in Part Ill. In essence, then, the research design explains the
reasons behind the structure of the empirical research and outlines in general
terms hypotheses to be tested in the empirical analysis.

With valuing changes in hazardous waste risk as its focal point, our de-
sign tries to determine the most salient features of risk as a commodity. In
performing this task, the design considers the sources of value (for both use
and intrinsic values), the attributes or characteristics of risk, the assignment
of property rights, and the basic elements of the risk change itself--initial
values, endpoints, and outcomes at risk. To organize these efforts, the chap-
ter examines how the risk-related concepts affect the main objectives of our
research. It also draws on our conceptual analysis from Part | for most of
the guideposts of our organization.

The scope and complexity of concepts relating to valuing changes in risk
suggest that developing an effective research design will be difficult. For
example, the concepts ignore neatly drawn disciplinary boundaries by involving
changing mixtures of economic, psychological, and sociological phenomena that
researchers from each of the disciplines have considered. With this diversity

of disciplines, the research design presented in the chapter follows from our
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primary objectives of estimating the use and intrinsic benefits associated with
reductions in the risk of exposure to hazardous wastes. However, it also tries
to blend together those elements from various disciplines that seemed most im-
portant for how people perceive and process the information on, and ultimately
value the changes in, the risk of exposure to hazardous wastes. The final
blend follows from our review of the literature, our experiences in the focus
group discussion sessions, and suggestions received from many outside review-
ers. Consequently, this chapter describes how each of the research issues
affects our objectives, considers their importance for valuing reductions in
the risk of exposure to hazardous wastes and for the comparison of different
approaches for valuing risk changes, and pinpoints how they are reflected in

the overall design.
7.2 GUIDE TO THE CHAPTER

Section 7.3 of this chapter provides an overview of the project leading
up to the development of the research design. Section 7.4 describes the types
of values--use and intrinsic--that are addressed in the research design. Sec-
tion 7.5 addresses the importance of different initial levels of risk and sizes
of risk reductions on individuals' values of reductions in risk. Section 7.6
provides the rationale for and treatment of the assignments of the property
rights of risk changes in the design. Section 7.7 highlights the two types of
risk included in the research: risks of exposure to hazardous wastes and
occupational risks. It also discusses risk attributes and their inclusion in the
research design. Section 7.8 considers the context of hazardous waste risks
and how it affects the research design. Section 7.9 describes risk outcomes
and endpeints. Section 7.10 examines three issues from the contingent valua-
tion literature that were important to the research design: the role of the
question formats used to elicit risk values, the information provided to re-
spondents, and the perceptions of the contingent commodity. Section 7.11
discusses the features of the design that allow for a comparison of its values
with those measured using indirect approaches for benefits measurement. Sec-
tion 7.12 explains the interconnections in the research design. Finally, Section
7.13 considers the implications of the various issues discussed in this chapter
for the research design.
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Figure 7-1. Overview of the origins of the research design
for valuing reductions in hazardous waste risks.
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ceptual analysis in Part | identifies two primary sources of values for reduc-
tions in hazardous waste risks: reduction in risks of exposure to members of
a household and reductions in risks of exposure to the ecological system. Risk
reductions to household members are analogous to the traditional category of
use benefits. There is an important difference in perspective. They affect

the household's ability to attain satisfaction in expected value terms.

Reductions in ecological risks do not accrue directly to the household.
Rather, they affect components of the ecosystem such as the flora and fauna.
To the extent the household does not use the services of the affected compo-
nents of the ecosystem, we can expect that the household realizes only the
knowledge that these risks to the ecosystem are reduced. We have identified
these values as existence or intrinsic benefits, but, our understanding of the
motives for these values is limited. For example, Randall and Stoll [1983] sug-
gest that a form of altruism is the primary motive for intrinsic values, but
this view is far from a consensus. In addition, as discussed in Chapter 6,
ethical concerns may provide motives for these values. Presently, there is
not a strong a priori basis for identifying which motive, or set of motives, is
most important for these values. Nonetheless, the focus groups that were used
to help develop the questionnaire give some suggestive but informal informa-
tion. For example, the focus group participants, especially in church groups,
frequently used the term stewardship when describing their motives for "critter
values." (See Chapter 8.)

Our research design considers both types of values but attaches greater
weight to eliciting households' values for reducing their own risks of exposure
to hazardous waste. More attention is paid to these use values because they
are more central to our primary objective. Nevertheless, this emphasis does
not reflect a judgment that intrinsic values are less important. Rather, it re-
flects our need to focus primarily on what can be addressed in the present
research with the information available on the motives for intrinsic values under

risk.

7.4.17 Measurement Concerns

The issues surrounding the measurement of individuals' valuations for
risk reductions are especially complex. Consequently, estimates for them are

likely to be the most controversial. For example, Kahneman's [1984] comments
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on the use of contingent valuation methods to estimate the value of some amen-
ity resources do not offer much encouragement for trying to measure these
values. His comments imply that these benefits may be value-laden with ideo-
logical overtones.* Specifically, he argues that, where there has not been
experience in purchasing a commodity (and, presumably, this experience could
be direct, as with market goods, or indirect, as would be the case with com-
modities requiring the individual to incur costs to experience the service),
the expression of preferences may lead to nonsensical estimates of value and
be a "symbolic demand." Under this view, the use of contingent wvaluation
for measuring the values of goods or services having no indirect basis for val-
uation would be guestionable. He summarized his concerns by noting that

In particular, | question the existence of a coherent preference or-

der at the individual level which is waiting to be revealed by market

behavior. | am not sure that | have a '"true" dollar value for the

trees that | can see out of my window. . . [Kahneman, 1984, p. 233]
Given this view--which might be regarded as an indirect implication of Cum-
mings, Brookshire, and Schulze's [1984] reference operating conditions--how
does one proceed to try to measure the values of risk changes, especially when
contingent valuation offers the only approach presently available? Our research
design addresses the measurement of these values in several very specific
ways. First, it recognizes that individuals may have different capacities to
envision the proposed risk changes and to value them. It is difficult to dis-
agree with the Kahneman position or even the position suggested by Freeman
[1984b] that people are being asked to perform very difficult tasks for which
they have little prior experience in that particular range of their preference
structure. The research design reflects this position by eliciting values for
two different risk changes from each individual. This allows the empirical

analysis to address the effects of differences among individuals in their ability

*The relationship between a change in utility and dollar measures of that
change have been controversial since Alfred Marshall first introduced the con-
cept of consumer surplus. For the most part, the literature on developing
these valuation measures has accepted a Hicksian framework and focused on
valuing price and quantity changes (see Morey [1984]). The development of
dollar measures for the utility changes associated with quality changes is not
as clearcut. For an illustration of these issues, see Desvousges and Smith
[1984].
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to research their preferences. For example, the models discussed in Chapter
13 recognize that values will differ depending on differences in income, educa-
tion, and knowledge of hazardous wastes across individuals. Moreover, they
attempt to adjust for the differential performance of the model itself in explain-
ing valuations across individuals.

The focus group and videotape sessions also played an important role in
designing a set of questions that attempted to reflect the Kahneman concerns
about measuring values for commodities that are not routinely a part of pur-
chase and consumption decisions. These sessions asked people about how they
thought about these values, their motives, and the sources of their values.
In effect, these sessions explored ways that might make it easier for people
to search these new areas of their preferences. Based on the focus group
sessions, it appeared that the more specific the situation in which the risks to
individuals (and to the ecosystem) was framed in the hypothetical questions,
the easier it was for people to appraise their valuations for these risks. This
finding is consistent with Wallsten and Budescu's [1983] evaluation of approach-
es to encoding probabilistic information from experts on particular phenomena.
They suggest that the analyst has to carefully specify the class of events in
question, the sources of information to be considered, and the causes of unre-
liability in the information. Thus, presurvey attempts to understand how
people formed their preferences substantially affected the research design for
eliciting and measuring the valuation of risk reductions.

7.4.2 Sequence Effects and Intrinsic Values

The conceptual framework developed in Part | of this report described
the rationale for measuring individuals' values for risk reductions in an ex ante
framework for both use and intrinsic values for changes in risk. Yet there
may be differences in how risks affect these values. That is, in describing a
risk change to a household, to elicit what is described as an ex ante use value,
the risk change must be experienced by the household. |In contrast, the in-
trinsic values are associated with changes in risks to the ecosystem (and not
the household). The description and character of each is distinct. However,
in some ways, this is an easier separation to explain than with the services
associated with many other environmental policies. For example, to elicit the

existence value of a water quality change in a specific lake or river, circum-
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stances must be described to an individual to preclude use of the improved
resource by him or his household members. As we acknowledged in Chapter 6,
this hypothetical situation may be so implausible that it becomes completely
unrealistic. By contrast, with a risk change, it is possible that disposal prac-
tices might reduce the risks experienced by one group (e.g., households) but
not those of another (i.e., nonhuman species that constitute the ecosystem)
or vice versa.

Past research on the process of eliciting these values- suggests that the
order or sequence of the valuation requests in a questionnaire may influence
the authenticity of the values provided. Because of this plausible separation
in the mechanism delivering the risk reduction, it appears that the sequencing
issue may be less important for estimating different types of values for risk
reductions. Nonetheless, it is important to discuss the sequence used in the
research design and the potential relationship it might have for the valuation
estimates. Mitchell and Carson [1984], Randall, Hoehn, and Tolley [1981],
and Cummings, Brookshire, and Schulze [1984] all have expressed concern
over the potential importance of the sequence in which a value is elicited.
For example, Randall, Hoehn, and Tolley [1981] found that the question se-
quence eliciting the value people placed on visibility improvements in the
Grand Canyon affected the value. Our research does not explicitly provide a
test for the effect of question sequences. Instead, the intrinsic value question
was asked after the use values, always as an incremental amount.

All of the questionnaire types in our survey maintained this incremental
format--i.e., eliciting intrinsic values as an additional amount. This is in con-
trast to the Mitchell and Carson [1984] procedure that elicited a "total" value
for water quality that reflected both use and intrinsic values. One reason
for our use of a different procedure was to avoid mixing the very different
characters of the two risks when they were presented to people. For example,
the events at risk are fundamentally different. The use value is a reduction
in risk of exposure (and potentially death, depending on the conditional risk)
to the household, while the intrinsic wvalue is a reduction in risks only for
species in the natural environment. Our explanations also implied that the
character of the risks would differ in terms of their respective endpoints.

The endpoints for the household risks were always at some specific level of
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risk (or zero for those in the ranking version). The endpoint for species in
the ecosystem was the unspecified risk level that these creatures face in their
natural habitat.

The design does provide for two different sets of questions to precede
the intrinsic value question, depending on the question format used to elicit
the use values. For example, respondents receiving the direct question ver-
sion (discussed in more detail later in this chapter) were asked to reveal
amounts that they were willing to pay to obtain two successively lower levels
of risk that varied within the design. However, the direct question version
of the questionnaire did inform people in advance that the valuation exercise
would elicit the two changes in the household's risk of exposure and an addi-
tional amount for critters. This advance notification was one element used in
the structure of the questionnaire that attempted to reduce the potential se-
quencing effect in the direct question version.

In addition, the design elicited an intrinsic value from survey respond-
ents, who gave zero bids for reducing their own household risks. Therefore,
all respondents had the opportunity to express a value for intrinsic benefits.
This approach contrasts with that used in Desvousges, Smith, and McGivney
[1983], where values were elicited only from respondents who had given a pos-
itive dollar value to earlier use value questions. In the present survey, the
individuals also differ in the initial levels of risk described for the intrinsic
value question. Zero bidders, who chose not to "purchase" household risk re-
ductions, had higher initial risk levels posed in the critter question than the
people who purchased one or more reductions in household risk. Thus, the
present design allows for a somewhat fuller treatment of intrinsic values. The
importance of this alteration is an empirical question that is addressed in
Chapter 11.

Although the design used the same question to elicit the intrinsic value
questions for respondents who received contingent ranking version (also dis-
cussed later in this chapter), the procedure differed from the direct question
version. The individual receiving the ranking version was asked to rank-order
four pairs of exposure risks and payments. Following the ranking, a contin-
gent valuation question was posed to elicit the willingness to pay to reduce

household risks to zero was posed. This process provides another initial level
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of risk depending on whether or not the person purchased the household risk
reduction. (The zero risk question was designed to address another issue
hypothesized to have an important effect on behavior under uncertainty--the
so-called "certainty effect," which is discussed later in this chapter.) In ad-
dition, in the ranking questionnaires, the individual was not told that an in-
trinsic value would be elicited after the value for reducing the household risk
to zero. While this notification was inadvertently omitted and not a planned
part of the design, it may provide a basis for evaluating some aspects of the
sequencing problem. Thus, the research design placed the intrinsic value
guestions in very specific positions depending on the version of the question-
naire administered. The amount of information provided to people and the ini-
tial risk level was designed to permit differences in the starting risk level

across versions of the questionnaire.
7.5 THE EFFECT OF RISK LEVELS AND CHANGES

This section highlights three dimensions of the risk information used in
the research design that has been found in past research to be important to
individuals' behavior under uncertainty: the level of the risk, the size of
the risk change, and the specific set of probabilities (i.e., exposure and con-
ditional) leading to these outcomes.

7.5.1 Risk Levels

Past research, both theoretical and empirical, has suggested that the level
of the risk that confronts the individual when an increment (reduction or in-
crease) is proposed can affect his marginal valuation. One rationale for in-
cluding the level of risk as a feature of the design is that it was found to be
important to the marginal valuation of risk (see, for example, Chapter 5).

A second reason may explain differences in the valuations for risk reduc-
tions from wvery low initial levels. This explanation works in the opposite di-
rection to that-used in most of the economics literature discussed in Chapter 5.
That is, people may have higher values for risk reductions starting at very
low levels because they may perceive that there is less technical knowledge or
experience about these risk levels. For example, if a disease is known to be
fatal in one out of every five cases, the individual may wvalue a reduction in

risk quite differently than if the fatality of the disease was one out of a million
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cases. In the second case, because the disease is rare, the individual may
well regard the information provided on low-probability events as less accurate.
That is, the individual is perceiving a different second-order probability dis-
tribution for the risks of death in the first case, where death is a more fre-
quent occurrence, than in the latter case. Thus, the increased marginal val-
ues for reductions may reflect the greater perceived second-order uncertainty
in the information on the risk.

The importance of assessing the effect of different initial levels of risk
for valuing changes in hazardous waste risks is heightened by the uncertain
nature of the technical information about the initial levels of risk. Three fea-
tures complicate the technical estimation of the risks from hazardous wastes.
One, research on exposure pathways, waste toxicity, and even the volume of
the waste is in fairly early stages. For example, the Conservation Foundation
[1984] and Office of Technology Assessment [1983] both point out the need
for more and better technical information. Two, it seems possible that, even
with better technical estimates of the risks from hazardous wastes, there will
be a substantial range of these risks depending on the characteristics of the
specific site. Sharefkin, Schechter, and Kneese [1984] stress the importance
of site specific features such as geochydrology. Three, differences in response
among receptors of exposure--e.g., people or ecosystems--are not well under-
stood. Thus, having a research design that allows for different initial levels
of risk is important not only from the perspective of consistency with the con-
ceptual analysis used to define valuation measures for risk changes, but also
from a wvery practical point of view that the situations in which regulations
for hazardous wastes are proposed may involve a rather wide range of risk
levels.

Allowing for varying initial levels of risks in the research design is also
important because these levels may affect how individuals process information
about risks. In effect, the kinds of thought processes that individuals can
br‘i'ng to bear on a question involving risk will be important to the valuation
task that is central to contingent valuation. These thought processes may
differ for different levels of risks. Wallsten and Budescu [1983] suggest that
in its most general and far-reaching terms, the psychological considerations in-
volve factors that influence memory and how people use information. Fischhoff,
Slovic, and Lichtenstein [1980], Tversky and Kahneman [1974] and Kahneman
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and Tversky [1979] have documented the heuristics or judgment devices--e.g.
anchoring,* representativeness, and availability--that may bias an individual's
ability to judge situations involving risk. For example, if the individual felt
that the high initial values of risks in the research design were not "repre-
sentative" of hazardous wastes, then it may affect their ability, or willingness,
to search their preferences and provide an estimate of value. One way the
research design attempted to deal with the representativenesss heuristic was
in the questionnaire design. The interviewers asked respondents to consider
the hypothetical levels as if they were the actual levels but acknowledged that
even experts did not know for sure the exact size of the initial values.t A
second way was to use different initial levels for different individuals to try
to assess the potential effect within the design itself.

The availability heurisitic suggests that people may assess the probability
of an event by its familiarity. That is, the more information available to the
individual (e.g., newspaper or television articles), the more likely he may be
to "overestimate" the probability of an event occurring. The research design
allows for an examination of the relationship between availability and the initial
level of risk by asking in the questionnaire about the amount of information
that respondents had available. |In addition, it asked respondents whether
they had attended town meetings about hazardous wastes.

All of the discussion of responses to risk levels, whether reflecting indi-
viduals' perceptions of the quality of the information provided or based on

the heuristics suggested by some psychologists as the means used to process

*The anchoring heuristic in which people's values might be affected by
implied starting values or anchors especially is important for the format cf the
valuation question and is discussed in detail later in this chapter.

tThe potential role of information on values is ubiquitous. For example,
Cummings, Brookshire, and Schulze [1984] suggest that it maybe hard to pin
down just exactly the effect of information. This seems to be the case with
the availability heuristic. |If individuals hear or read about heart disease or
cancer or car accidents and then believe that they are more prevalent because
of this information, then this seems consistent with the heuristic bias. How-
ever, if these same individuals read and or hear--and retain--factual informa-
tion about the incidence of severity of causes of death, then it seems the bias
does not exist. Thus, considerable caution will be required in trying to deter-
mine any relationships between the initial level of risk and the availability
heuristic.
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risk information, are important because they are alternative descriptions of
the risk perception process. In short, when the questionnaire presents indi-
viduals with a risk level, do they believe it? How do they interpret it or
adjust the value they are given when formulating a response to a proposed
risk change? Clearly, the valuation responses will be related to what each
individual perceives his risk level will be under the circumstances described
in the contingent valuation questions. Control of the magnitude of the risk
level and of the postulated change in risk that are posed to respondents does
not in itself ensure the analyst will have control over the respondents' per-
ceived risk level and the changes in it. This is the reason for attempting to
understand the risk perception process and how the character of our contin-

gent valuation questions would be interpreted within it.

7.5.2 The Size of the Risk Change and the Role of the Conditional Risk

Our discussion up to this point has focused exclusively on the importance
of the initial levels of the exposure risk in our research design. However,
there are two other closely related elements that are also addressed in the re-
search design: the size of the change in risk and the role of the conditional
probability of death given exposure to hazardous wastes. |In the design, the
changes in the levels of exposure risks were held constant--in percentages
terms--across the varying initial levels of risk. For example, the percentage
change in the initial exposure risk level (e.g., A) to the intermediate risk
level (B) was the same in the four vectors of the design that relate to the
levels of risk. However, the percentage change from the intermediate level
(B) to the final level (C) was held constant at a different percentage change.
In effect, each individual values two distinct risk changes--from Level A to
Level B and from Level B to Level C. |If we assume the values from the two
different levels can be grouped together for statistical analysis, then it is pos-
sible to evaluate differences in individuals' understanding of the contingent
valuation exercise in our marginal valuation models of risk changes (see Chap-
ter 13). Finally, because of the findings of Kahneman and Tversky [1979]
and others that individuals may respond more easily to percentage changes,
the increments were held constant in percentage terms rather than using con-

stant numerical increments.



The role of the conditional probability of a health effect (usuaily'death)
is the last numerical feature of risk addressed in the research design. Our
approach to presenting probabilistic information about hazardous waste risks
involved splitting the risk information into three risk circles that related to
exposure, dying if exposed, and the combined risk of exposure and death.
This format was derived as a direct result of the focus group sessions. Since
it is important to our presentation of information on risk for the valuation task,
the specific details behind its development are discussed in detail in Chapter 8.
To examine the potential importance of the size of the conditional probability,
which was assumed not to be affected by the hypothetical regulations in the
scenario, the design allows for a full factorial design for three groups of expo-
sure risks and two levels of conditional risks and an additional (1 x 2) design
using lower exposure risk probabilities and two conditional probabilities.
These lower probabilities were one-tenth the size of the other design points.

In summary, the specific dimensions of the risk information--the size of
the initial level of risk, the change in risk, and the conditional risks--are
treated in an experimental design. The specific features of the experimental
design are explained in Section 7.9.

7.6 PROPERTY RIGHTS AND RISK VALUATION

An important dimension of the design is the examination of the influence
of property rights on individuals' values for changes in risk. Property rights
involve the set of legal entitlements, either implied or expressed, to a particu-
lar good or service. Mitchell and Carson [1984] stress the importance of prop-
erty rights in a contingent valuation survey. Even for a fairly well under-
stood public good like water quality, they find that the property rights can
have an influence on valuation responses. In the case of hazardous wastes,
where we have assumed the property right applies to the household having
"the right" to some level of exposure to hazardous wastes, th_e issues are even
more complex. This research did not attempt to deal with all of the issues
that can be involved. Rather, we have offered a few reasons for their poten-
tial importance and then incorporated one simple means for considering their
implications in the research design.

The importance of property rights for valuing changes in hazardous waste

risks derives from three sources: their role in the economics literature, their
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role in the psychology literature, and their prominence in the focus group ses-
sions. In the economics literature, particularly in the contingent valuation
subset, property rights discussions have focused on the willingness-to-pay/
willingness-to-accept issues. The literature has numerous examples of the dif-
ficulties of asking willingness-to-accept questions, with Knetsch and Sinden
[1984] as the most recent example. In our research design for valuing haz-
ardous waste risk changes, we have followed the recommendation of the Cum-
mings, Brookshire, and Schulze [1984] reference operating conditions and used
the willingness-to-pay format. Nonetheless, a willingness-to-accept approach
is used in a different context within our research design: in eliciting the wage
increment necessary for accepting higher risks from a new job. The rationable
for using it in this context is that the acceptance structure was more plausible
than the payment structure for this problem.

Property rights issues also appear to have been important within the psy-
chology literature. For example, Kahneman and Tversky [1979] have argued
that, contrary to the expected utility hypothesis, people have very different
preferences for gains relative to losses. One interpretation of their arguments
is that the gain versus loss phenomena may be a reflection of differences in
the property rights that individuals perceive. Hershey, Kunreuther, and
Schoemaker [1982] also discuss property rights in their evaluation of the im-
plications of the assignment of risk for experimental evaluations of the expected
utility framework. If respondents feel that they have some existing low level
of exposure risk to hazardous wastes and are now faced with a possible in-
crease in the risk (e.g., due to the siting of a hazardous waste landfill or a
commercial waste processing facility), they might feel that a property right--
the lower risk level--would be taken away from them. Their value for the
risk change could be markedly affected by the implicit assignment of these
rights.

The focus groups provided another reason for considering property rights
within the design. Participants in these sessions frequently expressed views
that were equivalent to a suggestion that how the property rights were handled
in the hypothetical situations influenced their responses. For example, their
comments and reactions differed depending on types of government actions in-

volving risk. To organize these discussions, we deliberately chose actions
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that implied one assignment of property rights and then asked whether an
alternative assignment made a difference. As a consequence of our experiences
with these groups we developed ways to include property rights in the design.

In the design, one examination of "property rights" effects is accomm-
odated by comparing individuals' valuations of a given risk change for a reduc-
tion in a specified level of risk with an equal increase. That is, the proposed
and starting endpoints are simply reversed for the two changes in risk so that
it is only the assignment of rights (and with it the direction of change in risk)
that is different across the questions. Since payment for the risk reduction
yields the endpoint and avoids it for the increase, the actual endpoints are
the same.

The design also included a second feature in the property right issue.
The focus group research suggested that individuals r‘efsponded differently to
the property rights issue depending on how they perceived the action was tak-
ing place. In effect, was it imposed on them or was the case described as if
there had been an opportunity to affect the decision? This issue was reflected
in our research design as a component of the hypothetical scenario for avoiding
the risk increase. It was also varied independently from the changes in the
risks across design points so that it would be possible to evaluate the implica-
tions of the degree of control available to individuals when changes in rights
were taking place. To accomplish this task, the sample was divided in half
with one group having the risk increase scenario that indicated the town coun-
cil had voted to approve the change, while the other was told that the Federal
government had decided to allow the change.

7.7 TYPES OF RISKS AND RISK ATTRIBUTES

This section addresses the influence of different types of risks on indiv-
iduals' values for reductions in risk. Recent research--e.g., see Schoemaker
[1982]; Hershey, Kunreuther, and Schoemaker [1982]; and Slovic [1984]--has
stressed the importance of the different types of risk in influencing individ-
uals' perceptions and their wvalues of risk changes. One way of attempting to
formalize the modeling of reasons for differences in individuals' responses to
different types of risk is to assume that risks have attributes. Therefore, to
understand the differences in responses to these risks, we must model how

these attributes of risk affect individual utility and, in turn, their behavior
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in the presence of risk. The exact boundary between types of risk and risk
attributes is poorly marked. The main distinction that we draw is that the
types of risks may embody more than one attribute. This section considers
discussions of risk types and then the use of a framework that tries to identify
a set of attributes of risk which would describe the types separately. It then

describes how both sets of research have influenced the research design.

7.7.1 Types of Risks

Twao of the most important of the types of risks influencing an individual's
willingness-to-pay response for changing exposure to hazardous waste risks are
the "dread risk" and the "known risk" (Slovic [1984]). The first involves the
notion that an event is dreaded because it is potentially catastrophic, involving
many people. The second type relates to both perceptions about the individ-
ual's knowledge of the risk and whether the events at risk are delayed in time.
The research of Slovic and his associates suggests that these factors influence
how individuals respond to uncertainty. Other recent work by Von Winterfeldt
and Edwards [1984] also stresses the importance of types of risks for assessing
policy conflicts over technologies. For our analysis, this would imply that
individuals may value incremental reductions in the risk of death from different
sources quite differently. That is, individuals may value changes.in hazardous
waste risks quite differently than an equivalent risk change for another type
of risk where it is known and not dreaded.

The character of the hazardous waste risks has other important implica-
tions for interpreting the values of the posed reductions in risk. For example,
the hypothetical situation states that the outcome (i.e., premature death) of
the exposure risk and the corresponding conditional risk will not be known to
the household for 30 years. This long time horizon, although probably consist-
ent with at least some hazardous wastes, may substantially affect how people
process the information about the risks. For example, Bjorkman [1984] sug-
gests that people make riskier decisions the further in future their conse-
quences are experienced. In addition, the time dimension may affect the im-
portance of the event itself. Lundberg et al. [1975] have found that events
10 years in the future are considered one-third as important as present events.
While their research did not relate explicitly to a risk of death, their general

implication seems relevant. Finally, Svensen [1984] has shown that the time
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character of the risks can affect people's perceptions of the risks. He found
that people over estimated short-term high risks in relation to long-term small
risks. However, he also notes that his exposure interval never exceeded 1

year which differs from our situation.

7.7.2 Risk Attributes

As noted earlier, in attempting to understand why individuals respond
differently to different risks, researchers have stressed the._importance of par-
ticular characteristics or attributes that a risk embodies. The ability to con-
trol risks and the extent to which risks are voluntary are two of the attributes
most frequently identified as important. In addition, the focus group partici- -
pants frequently mentioned these attributes as important to their perceptions
of hazardous waste risks. |In particular, they suggested that the extent to
which they had a say in a decision involving risk significantly affected how
they felt about the risk.*

Raiffa, Schwartz, and Weinstein [1977] suggest identifiability as an im-
portant attribute of risk. Identifiability is the extent to which individual lives
are associated with decisions involving risk. They further differentiate between
ex ante identifiability--individuals' identities are known prior to the decision--
and ex post identifiability--individuals' deaths can be attributed only after
the decision. For example, they suggest that decisions involving risks faced
by trapped coal miners are identifiable both ex ante and ex post. On the
other hand, the individual workers who die from exposure to asbestos or vinyl
chloride can be identified only after the fact. Individuals, and collectively
society, have a higher willingness to pay for a change in risk the larger the
extent to which the risk is identifiable.

Our conceptual framework suggests that identifiability may not be a risk
attribute. Instead, it is a reflection of the difference between ex ante and
ex post analytical perspectives. That is, identifiability pertains to values when

the outcome at risk is known. To draw from their example, it is no longer

*This is clearly consistent with findings observed in studies of the siting
of nuclear facilties. See for example Carnes et al. [1982], Carnes and Copen-
haver [1983], and Carnes et al. [1983]. It is also consistent with the program
of research recently described by Kunreuther and Kleindorfer [1984].



the risk of the coal miners being trapped underground that is valued but the
outcome of the risk. This ex post perspective is inconsistent for valuing wel-
fare changes from regulatory policies for reducing hazardous waste risks be-
cause the policy decisions are made prior to the outcome being known.

Weinstein and Quinn [1982] suggest that anxiety may be an important
attribute of risk that could influence people's willingness to pay for reductions
in risk. Anxiety causes people to have disutility from experiencing the risk.
Weinstein and Quinn cite evidence to suggest that people:- may be willing to
pay for risky diagnostic tests even when their overall prospects for survival
are poor. They suggest that the additional expenditures may enable people
to make better plans for either their death or survival. The focus group par-
ticipants indicated some consideration of anxiety as an attribute of hazardous
wastes in developing their valuation responses. Some suggested that the anxi-
ety stemmed from the highly uncertain state of information about the effects--
and extent--of exposure to hazardous wastes. Finally, some participants men-
tioned the possible anxiety from the potentially long latency periods that were
discussed earlier. Clearly, anxie_ty and the other attributes of hazardous
waste risks will be important for interpreting research findings.

7.7.3 The Role of Differences in the Types of Risk
for the Research Design

To develop some information relevant to the potential effects of risk attri-
butes and types of risk, the research design elicits values from individuals
for changes in two types of risk--exposures to hazardous wastes and fatal acci-
dents on the job. However, we do not have complete information on the valu-
ation of both types of risk for all respondents. The job risk questions were
asked only of those respondents who were working for pay--either on a full-
time or part-time basis--at the time of the survey. Also noted earlier, the
job risk wvaluations are posed in terms of the wage premium needed to accept
the higher risks rather than willingness to pay. The job risks also were elic-
ited using a different vehicle to express the risk change. Employed individuals
were asked to place their perceived risk of dying from an accident on the job
this year on a risk ladder (see Chapter 8). The questions then posed 50 per-
cent and 100 percent increments in risk and elicit the wage change need to

accept new jobs with these higher levels of risk. The reason for using the



risk ladder for the job wvaluations is that this wvehicle provided the easiest
means of dealing with the differences expected in individuals' perceptions of
their actual risks on the job. Nonetheless, any direct comparison. of the values
from the two different types of risk will be difficult and is beyond the scope
of the research associated with Phase | of this project. Nevertheless, the
value for changes in occupational risks elicited in the questionnaire can be
compared with estimates from hedonic wage models (see Viscusi [1984] and
Smith [1983]) as a rough gauge of the plausibility of the sampled individuals'

responses.*
7.8 CONTEXT OF RISK

The context of a change in risk is another important element to consider
when interpreting elicited values. The exact definition of context is difficult
to pin down because different researchers, often from different disciplines,
have used the term differently. For example, Mitchell and Carson [1984] dis-

cuss context as a type of misspecification bias in contingent valuation. In

their terminology, context includes not only the setting of the contingent valu-

ation interview but also what might be termed the mental setting created by

the material in the questionnaire itself. On the other hand, Schoemaker [1980]
uses the term to refer to what happens when respondents evaluate exactly the
same information differently when it is in a different context. For example,
his research showed respondents evaluating the same gambles differently in
the context of a lottery rather than insurance.

Not only is context a difficult concept to define, but it is also difficult
to distinguish from some of what we and others have designated as the attri-
butes of the risk itself. For example, a context effect might occur because
the way a risk is presented may imply--at least implicitly--a different set of

attributes. Because several previous sections have described the general char-

*The "property rights" effects can also be examined in part through the
job risk questions. However, in this case, the questions use the individual's
existing job as the basis for describing the risk changes. Thus, the level of
this risk was not controlled as part of the experimental design. Moreover,
since the sample was designed to be a representative sample of households in
suburban Boston (with oversampling of Acton), there are good reasons to ex-
pect that it will not provide a representative sample of the occupation related
risks experienced by individuals.
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acter of hazardous waste risks, there will be no further discussion of this po-
tential dimension of context.

Context effects also may imply that how a risk is explained to an indi-
vidual may influence his response to it (see Schoemaker [1982], pp. 547-48,
for further discussion). Instead of suggesting some form of irrational behav-
ior, context effects also might suggest that analysts have done a poor job of
communicating their questions to survey respondents. Consequently, one of
the most important aspects of this research design has been the use of focus
groups in the development of the wording of the questionnaire, the format of
the vehicles used to explain risk, and in the pretesting and revision of the
questionnaire. Since the specific steps in this process are described in Chap-
ter 8, here we simply acknowledge their role in adjusting the structure of the
empirical component of this research to reflect what has been learned from the
varied sources of research on decisionmaking under uncertainty. The relevant
sections of the questionnaire that describe the mental setting view of context
are highlighted in Chapter 11.

7.9 RISK OUTCOMES AND ENDPOINTS

Two other considerations of risk are important in our research design:
the events or outcomes at risk and the use of certainty as an endpoint. Our
discussion of hazardous waste risks has focused almost exclusively on mortality
as a potential consequence of exposure to hazardous wastes. This limitation
was due primarily to deciding what was feasible to consider in one research
effort. However, although it does not imply that morbidity effects are unim-
portant, the almost exclusive use of death as the health outcome has important
implications. In their discussion of behavior under uncertainty, Weinstein and
Quinn [1982] suggest that a risk situation (or gamble in their terms) that in-
cludes death can affect how people consider the situation. Not only might
death be important, but how one dies--the quality of the death--may also be
important.

The research design addresses death as an outcome in several ways.
One, in the process of eliciting individuals' values for reductions in the risk
of exposure to hazardous wastes, no specific cause of death is mentioned.
People are then asked if they had a cause of death in mind when giving their

values to provide some information on whether the perceived cause of death
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influenced their bids. In addition, after the individuals' Vafues for reductions
in the risk of exposure to hazardous wastes are elicited, two variations were
used to change the information about possible health consequences. Specific-
ally, a change in the health end state (e.g., whether the cause of death was
due to damage to the body's immune system or whether the risk was associated
with birth defects severe enough to cause lifetime mental or physical handicaps)
was posed to the respondents to see if these would alter their value of the
risk change.

The second aspect considered in the research design is the effect of cer-
tainty as a risk endpoint on individuals' values for reduction in risk. Tversky
and Kahneman [1981] suggest that people will value a protective action that
reduces the probability of a harm from 1 percent to zero more highly than an
action that reduces the probability of the same harm from 2 percent to 1 per-
cent. They attribute this phenomenon to the shape of their value function.

Our research design addresses the certainty effect by eliciting values
for reducing the risk of exposure to hazardous wastes to zero. It is important
to note that these values were elicited only from a subset of our sample--those
respondents who received the contingent ranking version. In effect, they
had completed a task in which they ranked different combinations of monthly
payments and exposure risk levels prior to answering the certainty question
based on the same hypothetical situation used in the direct question format.
However, the certainty question posed a different hypothetical situation and
then used a direct question to elicit their value for reducing hazardous waste
exposure risks to zero.

In summary, the research plan addresses two dimensions of risk context--
health outcomes of the risk and the certainty effect. In the former case, indi-
viduals are asked if they want to revise their previous bid in response to dif-
ferent outcomes. In the latter case, values are elicited from a subset of the

sample for reducing the risk of exposure to zero.
7.10 CONTINGENT VALUATION AND ELICITING VALUES OF RISKS

An important set of issues considered in our research design stems from
the literature on contingent valuation. Rather than exhaustively evaluating

these issues, this section considers the three that are most relevant to our
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design: the question format used to elicit the values for reduced risk (i.e.,
our contingent commodity), the treatment of perceptions of the contingent com-
modity, and the role of information. Other aspects of the contingent valuation
literature--e.g., Mitchell and Carson's [1984] context bias and related con-

cerns--are discussed prior to the empirical results in Chapter 11.

7.10.1 Question Format

One of the key features of the research design is the use of two different
formats--contingent ranking and direct question--to elicit values for reductions
in hazardous waste risks. In the direct question format, the interviewer di-
rectly asks the respondents to give his maximum valuations of the risk change.
These are option prices. By contrast, the contingent ranking format requires
that the respondent rank a set of cards showing alternative combinations of
payment amounts and risk levels. The alternatives are structured to prevent
one choice from dominating and to require tradeoffs between increased payments
and lower risks.

The importance of the influence of question format on valuations of risk
reductions stems from several sources. Desvousges, Smith, and Fisher [1984]
found that willingness-to-pay amounts are influenced by the format used to
elicit values in contingent wvaluation. While this research focused on bidding
games and payment card alternatives compared to the direct question format,
it does suggest the possible influence of question format. In related research,
Desvousges, Smith, and McGivney [1983] and Rae [1981a,b] found the contin-
gent ranking format to be a promising alternative, but their findings were not
conclusive. For example, in none of the evaluations had contingent ranking
been composed on a completely independent basis. |In previous applications,
both the direct question, or some other alternative question format, has been
administered to the same respondent along with contingent ranking. By allow-
ing the contingent ranking format to be independently administered, our design
is capable of addressing this issue. It is important to note that the independ-
ence of the ranking format refers only to the format being used to elicit wil-
lingness to pay. The ranking versions were completely consistent with respect
to risk levels used in developing the alternatives to be ranked and the other

key elements of the research design that are discussed later in this chapter.
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There is a final rationale for using the contingent ranking format that
draws from the psychological literature. Fischhoff and Cox [1984] have noted
that the ordinal information processing task, like the one required in contin-
gent ranking, is an easier one for respondents to perform. He has noted this
advantage as especially important for tasks involving probabilistic information
or the type of value information required in contingent valuation. In the case
of our research, both of these elements are present, making a strong case for
including the ranking format. In effect, contingent ranking requires respond-
ents to perform only an ordinal task but, in the analysis stage, with explicit
assumptions concerning the nature of individuals' preferences, can yield esti-
mates of individuals' valuations for reductions in the risks of exposure to haz-
ardous wastes.

Some explanation is also necessary for our decision to use the direct ques-
tion format. One primary consideration in using this format is that it mini-
mizes the chance of the respondent's "anchoring" on some artificial reference
point in the interview, a possibility noted by Tversky and Kahneman [1981]
in their analysis of individuals' decisions under uncertainty. For example,
the starting point used in the bidding game format provides people with exactly
such an anchor. It suggests to people a frame of reference for making their
decision. For example, is the interviewer expecting a value of $20 or $200?
Recent evaluations by Desvousges, Smith, and Fisher [1984], Mitchell and
Carson [1984], and Boyle and Bishop [1984] all point to this troubling aspect
of the iterative bidding format for contingent valuation questions.

Table 7-1 provides a summary of the available results on the existence
and extent of starting point bias. Despite the promise of bidding games in
the earlier work by Thayer [1981] and Brookshire, Randall, and Stoll [1980],
recent studies by Mitchell and Carson [1984] and Boyle and Bishop [1984] have
provided strong evidence of starting point bias. Boyle and Bishop's results,
based on a sample of 176 recreationists, are probably the most telling evidence
to date. Indeed, they are led to conclude that bidding games may not be
waorth the increased complexity. This conclusion also is supported by Cum-
mings, Brookshire, and Schulze [1984].

In our view, iterative bidding does result in substantially higher

bids. . . . Mitchell and Carson as well as Bishop and Heberlein
are obviously correct in pointing to the lack of evidence that would
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TABLE 7-1. STARTING POINT BIAS: THE RESULTS
" Starting
Contingent points Type Sampling
Study commodity used of test procedure Sample size Conclusion Remarks
Rowe, d'Arge, and Visibility in Four  $1,$5,$10 Regression Random sampling a) 93 respondents Starting point bias Sampling and survey procedures
Brookshire [1980] Corners of household in bidding in 3 evident in regres- were not standard; ambitious
Farmington, NM, scenarios sion of equivalent questionnaire also lried to
and Navajo Recre- b) 31 respondents surplus bids. Not address several olher bases;
ation Area bidding in 3 evident in smaller authors noted order of magni-
scenarios sample of compen- tude differences between C5
sating surplus (CS) bids and starting points. Small
bids sample size also limited effec-
tiveness in CS case.
Brookshire, d'Arge, Visibility in $1,%10, Means Paired census 12 communities with Reject null hypothe- Small sample sizes limit power
Schulze, and Thayer Los Angeles 450 tracts in Los sample sizes rang- sis of no starting of statistical tests. No adjust-
[1979) Angeles area ing from 2 to 16 point bias in 6 of ments made for olher issues
36 means tests; tested in survey design.
fail to reject in 30
of 36
Thayer [1981] Substitution of a  $1,$10 Means and  Random interviews 106 No difference be- Well-defined commodity familiar
recreation sile regression with recreationists tween average bids (o respondents--somewhat limi-
in Jemez Mountains at 104 level of sig- ted range of starting values--
nificance; nonsig- larger sample sizes than in
nificant coefficient many previous studies
for starting bid
Mitchell and Carson Option price of i Regression Random sampling of 161 (water bill) Mitchell and Carson Some disagreemen! aboul exact
[1983], interpreta- water quality in households in 177 (sewer tax) show different commoditly measured--see Chap-
tion of Greenley, Platte River Basin Denver and Fort implied starting ter 5 of Desvousges, Smith, and
Walsh, and Young Collins values by the McGivney [1983] and Mitchell
[1983] alternative pay- and Carson [1984)
ment vehicles
Boyle and Bishop Scenic beauty on  $10 to Regression  Random sampling of 176 Found statistically Commodity is somewhat abstract;
[1984) lower Wisconsin $120 recreationists onsite significant and detailed examination of starting
River Randomly positive relationship points with ample sample size
chosen between starting and wide range of starting
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support the attribution of such effects to the preference research
process,. . . . Moreover, we must acknowledge. . .that the par-
allel between the iterative bidding process and the iterative valua-
tion trials used in laboratory experiments. . .is without obvious sub-
stance. . . . Thus, all that can be said at this point in time is
that iterative bidding rather consistently results in higher CVM val-
uations, but we are unable to explain such differences. [pp. 267-

268].

However, this conclusion may be too pessimistic with respect to our under-
standing of the processes involved with iterative bidding questions in contin-
gent wvaluation. One study that provides the basis for their conclusion that
iterative bidding leads to higher willingness-to-pay responses is their experi-
ence reported in Cummings, Brookshire, et al. [1983]. |In these experiments,
the respondent first provided a value using a payment card and then was
"iterated" toward a maximum valuing by informing him that the commodity would
not be provided based on their first bid. This process is not an iteration
toward a maximum wvalue but, instead, is a value provided under different con-
ditions of provision. That is, they have changed the terms of exchange in
the market. Rather than obtaining a maximum bid, it is hard to interpret the
exact nature of their final value. Mitchell and Carson [1984] used an analogous
procedure in their survey but are reluctant to interpret this bid as a maximum
bid because of the circumstances under which it was elicited.

In addition, the influence of starting points need not always be in a posi-
tive direction. For example, Figure 7-2 shows the distribution of bids from
two bidding games conducted in Desvousges, Smith, and McGivney [1983]. In
the case of the $125, the iterations primarily are downward but the $25 starting
points have a substantial number of upward iterations. In this case it is un-
clear that bidding games lead to an upward bias. As noted by Mitchell and
Carson [1984], there are a substantial number of bids that are "anchored" at
the starting value, which is consistent with the Tversky and Kahneman [1981]
position. Also noteworthy are the large number of zeros with the $125 starting
point. Mitchell and Carson [1984] suggest that these respondents also may
have been affected by the "too-high" starting bid. As we indicated in Des-
vousges, Smith, and McGivney [1983], this bidding game also had 19 out of
32 respondents that we determined as outlying bids based on our regression

diagnostics.
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In summary, the iterative bidding format has little to recommend it at
this stage. Not only does this format seem to experience problems with start-
ing point bias, it may also increase the likelihood of a rejection of the terms
of the contingent market. As Mitchell and Carson [1984] suggest, the process
of iteration upwards and downwards in these games may also be even more
complicated than that assumed by the empirical models.

The other two formats considered were the anchored and unachored pay-
ment card. The anchored payment card, developed by Mitchell and Carson
[1981,1984], gives respondents a card with dollar amounts and anchors at vari-
ous amounts for other public goods like national defense and fire protection.
Despite Mitchell and Carson's [1984] experience, this format was not used be-
cause of the concern over a respondent relying exclusively on the anchors in
determining their valuation responses.

To illustrate what appears to be potential "anchoring" with the use of
payment cards, Table 7-2 provides summary statistics from Mitchell and Car-
son's [1984] contingent valuation survey to measure the benefits of national
water quality improvements that used a payment card with reference amounts.*
Some individuals seem to have relied exclusively on the amounts provided on
the card in forming their valuation responses. This seems especially the case
for the lower income groups with the large majority of the individuals select-
ing amounts from the card and relatively few giving a response not shown on
the card. However, it is not possible to conclude that this information clearly
implies anchoring has been a problem with their approach, since the amounts
on the card are also commonly used bids, such as $50 or $100 a year.

Another potential problem with the Mitchell-Carson payment card is indi-
viduals keying on the reference or anchor amount on their card. The third
column in Table 7-2 shows the number and percentage of bidders who gave a
bid within plus or minus one increment from the reference amounts on the
card. While the data do not suggest that this is a serious problem in Mitchell
and Carson's study, it does seem to indicate that it may be occurring to some
degree. For example, 160 ocut of 452 nonzero bids, or about 35 percent, were

*These comparisons are only possible because of the detailed mformat:on
provided in all of the Mitchell-Carson survey reports.
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TABLE 7-2. WILLINGNESS TO PAY FOR BOATABLE WATER QUMLITYa

Number of nonzero

Number of respondents Total number respondents with t 1 Total nonzero

Income choosing value on card of respondents increment of anchor respondents
Less than 10,000 123 (98) 125 37 (41) 90
10,000 - 19,999 144 (94) 154 54 (42) 130
20,000 - 29,999 113 (87) 130 38 (35) 111
30,000 - 49,999 43 (44) 97 21 (25) 84
50,000 + 30 (73) 41 9 (24) ~37

Total 453 (83) 547 160 (35) 452

Source: Mitchell and Carson [1984]), Table 4.

a ;
Numbers in parentheses are percentages.



within plus or minus one increment of the anchors on their payment card.
Again the occurrence is more frequent at the two lower income levels, which
had 91 out of 220 nonzero bids or 41 percent.

Based on two pretests of their questionnaire, Mitchell and Carson [1984]
did not find any systematic bias from the anchored payment card. However,
they acknowledge that the sample was relatively small in one pretest and that
the range of the test--anchors that differed by 25 percent--may have been
two narrow. By contrast, Boyle and Bishop [1984] experienced mixed per-
formance when using it. Consequently, it seems prudent to conclude that we
need to know more about it before any definitive conclusions can be reached.

The unanchored payment card consists of a card with dollar amounts
arrayed from small to large. In this card, no anchors are used. The format
proved reasonably effective in several previous studies--Brookshire, Cummings,
et al. [1983] and Desvousges, Smith, and McGivney [1983]--and was used in
the focus groups as an alternative to the direct question. After using the
card with several focus groups, the participants suggested that the card was
of little value in helping them determine their willingness-to-pay amounts.
Based on these comments, and, perhaps more importantly, on the number of
issues that needed to be addressed in this research design, the research de-

sign did not attempt to compare the direct question and payment card formats.

7.10.2 Perceptions

People's perceptions of the contingent commodity is the second contingent
valuation issue that is relevant to our research design. Cummings, Brookshire,
and Schulze [1984] consider people's perceptions of the commodity--i.e. the
mental picture they envision--as one of the basic issues that affect the "accu-
racy" of contingent valuation as an approach for measuring the benefits of
changes in environmental quality. They suggest that four aspects of percep-
tions will affect the "accuracy" of contingent valuation:

Perceptions of hypothetical environment changes are consonant
with real effects.

All subjects are valuing the same commodity.
Perceptions of the commodity are invariant over time.

¢ Perceptions of the commodity are independent of the quality
and quantity of information provided.
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Cummings, Brookshire, and Schulze [1984] concluded, based on the earlier
Burness et al. [1983] study, that it would not be possible to specify risk
effects of alternative policies related to the regulation of hazardous waste dis-
posal because contingent valuation has no real world or "practical anchor" for
accuracy. Clearly, their conclusion suggests that perception issues will be
crucial to our research design.*

Consequently, several aspects of our research design address the Cum-
mings, Brookshire, and Schulze [1984] concerns about perceptions. In fact,
one purpose of the focus groups and videotaped interviews--which allowed the
use of different vehicles in presenting risk changes and evaluating their per-
formance--was to aid in understanding people's perceptions. Based on this
experience, the questionnaire was structured to introduce risk and elicit indi-
viduals' perceptions with respect to a variety of different types of risks before
asking the valuation questions. For example, we used a risk ladder to elicit
people's perceived risk of dying from hazardous waste. (The exact details of
this development are reported in Chapter 8.) This occurred prior to the fram-
ing of the contingent commodity to provide an independent evaluation of peo-
ple's perceived risk of dying from hazardous waste. We also questioned people
about the relative importance of specific pathways that they might perceive as
being important for exposure to hazardous wastes. Thus, information on per-
ceptions was elicited separately to provide some insights into the potential role
of perceptions on individuals' values of changes in hazardous waste risks.

We framed the contingent commodity as a change in the risk of being ex-
posed to hazardous wastes. This risk change was presented using an entirely
different wvehicle than the risk ladder. The risk circles were used for each

of two components of the risk facing an individual. The first circle identified

*Some of the Cummings, Brookshire, and Schulze [1984] accuracy condi-
tions for perceptions are somewhat puzzling. It is unclear that this would
not also be the case for market revealed values. For example, the perceptions
of a person with perfect pitch of the quality of sound from a stereoc speaker
might account for his having a higher willingness to pay for that speaker than
someone who is deaf to the full range of sounds from the speaker. Conven-
tional demand theory allows that differences in characteristics of individuals
may affect their demand for a commodity. Thus, a person's perception of a
commodity--contingent or otherwise--would seem important in influencing wil-
lingness to pay.
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a risk of exposure and the second the conditional risk of dying if exposed.
The decision to use the two circles resulted from the focus group participants'
comments that it was easier to understand the commodity--the risk change--that
the regulation was supposed to provide. Detailed explanations and visual aids
also were used in explaining risk to the respondent. These explanations were
followed by a specific hypothetical situation--expressed in concrete terms--that
finished the framing of the commodity prior to the elicitation of the values.
Finally, the respondent was given information about the baseline level risk
and asked to consider these as if they were the actual risks from the hypo-
thetical situation.

In summary, our efforts to recognize risk perceptions play an important
role in our final research design. Chief among these were the focus group
and videotape sessions that led to the separate treatment--indeed separate eli-
citation vehicles--perceived risks and the contingent commodity.

7.10.3 The Role of Information

The final contingent valuation issue is the role of information and its
effect on the design. The job risk part of the design included our attempt to
address the effect of information on individuals' values for reducing hazardous
waste risks. Specifically, after eliciting the values for the two changes in
risk, the interviewer then provided the individuals with information about their
actual risks of a fatal accident on the job. They were then allowed to revise
their amounts based on the new information if they wanted to do so. The im-
portance of this procedure is that it provides a gauge of how the individual
responds to new information, an issue highlighted in the Cummings, Brook-
shire, and Schulze [1984] overview of the contingent valuation literature. |If
we assume that these individuals act the same way in response to new infor-
mation about hazardous waste risks, then it may be possible to use their re-
sponses from the job risk section in the analysis of the values for reductions
in hazardous waste risks. However, this must be treated as a maintained
assumption. Specific analysis of these responses was not undertaken as part
of the Phase | research but will play an important part in further research
with the survey results.
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7.11 THE DESIGN FOR COMPARISON WITH INDIRECT METHODS

Since one objective of this research was to undertake a comparative analy-
sis of the valuation estimates for a risk change implied by a hedonic property
value model with contingent valuation estimates, another factor influencing the
research design was related to the approach for developing consistent informa-
tion between the two methods. |In this case, our approach accepted the dis-
tance of the housing unit from the hazardous waste site (see Harrison [1983])
as a proxy for the risk of exposure to these wastes. We attempted, first, to
determine whether distance served as a good proxy for individual's perceived
risk and, then, to develop information that would permit the estimation of the
demand for distance (as a mechanism for reducing risk). The specific details
of these steps are outlined in Chapter 15. What is important for our present
purposes is the independence in the design of this component of the question-
naire from the other features and the assumptions implicit in our structure.
Our approach poses a constant marginal price for distance to respondents and
then asks for their desired distance (for locating their homes) from a specified
hazardous waste site. The experimental design varied the marginal price
across individuals.

7.12 RESEARCH DESIGN: |ITS INTEGRATION

The previous sections have highlighted some of the influences to our re-
search design for the contingent valuation survey. The design reflects both
one of the primary objectives of the research--to value changes in hazardous
waste risks and recognize important issues identified in past studies of behav-
ior under uncertainty--e.g., attributes of risks, context effects, the assign-
ment of property rights, and question formats. It also incorporates several
of the conclusions implied by our conceptual analysis--the importance of the
initial levels of risk for valuation and the role of intrinsic values. Finally, it
addresses the second objective of the research--to compare our survey results
with those from a hedonic property value study. This section explains how
these various goals are tied together to form our final research plan. To meet

these objectives, the research plan was designed, recognizing that
Different questions can be asked of each respondent
) Different questions can be asked of different respondents--i.e.,

as part of an experimental design.
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To illustrate these two paths, Figure 7-3 provides a block diagram of the
major issues addressed in the research design. The first level shows our first
objective--to measure the benefits of reducing hazardous waste risks. The
next level shows the two types of values--i.e. use or household, values and
intrinsic values--elicited from each individual in the sample. The design for
the research ends with the intrinsic values elicited as an increment to the
household values. Moreover, only the direct question format is used to elicit
the intrinsic values.

The remainder of the research design shown in Figure 7-3 pertains ex-
clusively to issues related to measuring the household or user values for re-
ducing hazardous waste risks. The third level of Figure 7-3 shows that each
respondent provided three different values for reducing hazardous waste risks:
two values for two distinct reductions in risk and a value to avoid an increase
in risk. The reduction in risk pertains directly to our first objective and the
risk avoidance value examines the effect of property rights on values. In
addition, to meet the needs of the comparative evaluation of different approach-
es to benefit estimation, the design uses a direct question format to elicit indi-
viduals' desired distances from hazardous waste disposal sites, given that in-
creased distance will increase the price of the home. These responses provide
the information needed for one of the approaches for comparing contingent
valuation with hedonic models. The final level shows that two different ques-
tion formats were used to elicit the value for reduction in risks and that two
different levels of government were specified as actions for the risk avoidance
questions.

In the last level of Figure 7-3, the second path of our research plan,
the experimental design becomes more prominent. For example, values for risk
reductions are elicited using the direct questions from approximately 60 percent
of our sample, while 40 percent are elicited using the contingent ranking for-
mat. To illustrate the full design, Figure 7-4 shows the 24 separate versions
of the questionnaire allocated across the sample households. As shown in this
figure, key features of the design include the following:

. Dividing the sample between the direct question (D) and the

contingent ranking (R) question formats to elicit the willingness
to pay for reductions in risk (Part A of Figure 7-4).
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Figure 7-3. Block diagram of experimental design.
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Part A. Questionnaire Versions for Valuing Reductions In Risk
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Dividing the direct question versions to evaluate the influence
of different levels of exposure risk and conditional risk (direct
question format versions D1 through D8).

Dividing the contingent ranking versions to evaluate the influ-
ence of different combinations of exposure risk and payment
amounts (versions R1 through R4).

s Matching the exposure and conditional risks used for the value
of avoiding risk increases (Part B of Figure 7-4) with the risk
levels used in Section F for valuing risk decreases.

Dividing the versions for avoiding risk increases to reflect dif-
ferences in the hypothetical scenario if the town council had
approved the risk increases (versions D11 through D81; R11
through R41) or if the Federal government had decided to allow
the increase (versions D12 through D82; R12 through R42).
Keeping this part of the design independent of the probability
levels resulted in 24 separate versions of the questionnaire.

As shown in Part A of Figure 7-4, the direct question versions focused
on the potential importance of exposure risks and the conditional risk of dying
(prematurely) from hazardous wastes if exposed. The groupings of the risk
levels in this part of the design into four vectors implies that each household--
or sample point-~-will provide values for two risk reductions. For example,
households receiving Version D3 in Vector | provided values for risk reduc-
tions from 1/5 to 1/10 and 1/10 to 1/25 with the conditional probability held
constant at 1/10. The values for the same two exposure risk changes were
elicited from households receiving Version D4 except that they were given a
conditional probability of 1/20. Owverall, Vectors |, Il, and Ill comprise a
3 x 2 factorial design for the initial levels of exposure risk and conditional
risks; and Vector |V is a 1 X 2 design for the lower probability cases.

Finally, the risk increments were developed in a very specific way to
account for how people respond to risk changes. Specifically, the percentage
change from the initial risk level to the intermediate level was held constant
across the exposure risk vectors as was the percentage change from the inter-
mediate level to the final level. However, the percentage changes were not
the same. As noted earlier, with the two different sets of percentage changes,
it may be possible to pool the responses to examine the effect of different per-
centage changes. In addition, the size of the risk change in attaining the

lower level was held constant in all elements of this part of the design at 1.67
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times the size of the initial risk change. For example, in questionnaire version
D1, the decrease in exposure risk went from 1 over 5 to 1 over 10 for the
first level, while in the second level it decreased from 1 over 10 to 1 over 25.

Part A in Figure 7-4 also shows the survey sample divided between the
direct question and contingent ranking versions to evaluate the effect of ques-
tion format. Within the contingent ranking portion of the design, a 2 x 2 fac-
torial design was developed to evaluate the influence of different paired com-
binations of exposure risks and payment amounts (Vectors i and |l within the
R design). The specific combinations of exposure risks and payment amounts
used in the factorial design are also shown in Figure 7-4. The payments
amounts are structured to provide respondents with the central tradeoffs be-
tween lower exposure risks and larger monthly payments in higher prices and
taxes. For example, one set of payments, used in the R1 and R3 versions of
the questionnaire, provided one choice of zero payments for a baseline level
of risk, while the other set, used in the R2 and R4 versions of the question-
naire, provided one choice that would allow the respondent to reduce his pres-
ent payments by $20 but only with an increased risk of exposure. It is also
important to note that the payments and risk levels were given to the respond-
ent as ordered pairs.

The related aspects of the contingent ranking design focused exclusively
on different levels of exposure risks. As shown in Figure 7-4, the levels of
exposure risks in the contingent ranking portion of the design overlap those
used in the direct question portion. However, there are some important dif-
ferences between the direct question and contingent ranking designs. For
example, the exposure risks used in versions R1 and RZ2 include an exposure
risk level of 1 over 100 that is not employed in the direct question design.
In addition, the ranking design holds the conditional risk of dying if exposed
constant throughout the design. The rationale for this decision stemmed from
the difficult tradeoff involving the cost of additional design points and the
potential information to be gained. Although the conditional risks are poten-
tially important for this part of the design, we considered examining the influ-
ence of different combinations of exposure risk levels and payment amounts

more important for the ranking design. Earlier research (Desvousges, Smith,
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and McGivney [1983]) suggested the need to have a test for the influence of
different payment amounts, as well as the independent comparison of question
formats provided in the present design.

Part B of Figure 7-4 provides the details of the design for eliciting indi-
viduals' values of avoiding increases in risk. There are several distinguishing
features of this part of the design. First, only the direct question format was
used to elicit these values. Second, these values were elicited from all sample
households but the endpoints of the risk change were linked to the risk
changes used in the risk reduction part of the design. For example, the risk
endpoints for Version D31 in Part B, the risk increase portion, were 1/25 and
1/5 the same endpoints for Version D3 in Part A for risk reductions. Not only
were the endpoints the same but the conditional risks were also the same to
avoid mixing the effects of the risk avoidance and the conditional probability.

The third important feature of Part B accounts for the need to have the
24 separate versions of the questionnaire instead of 12. This feature is the
role of government that was specified in the hypothetical situation for the value
to avoid a risk increase. To allow the town council approved vs. Federal gov-
ernment allowed revisions to be independent of the risk changes, it was neces-
sary to have a separate version for each risk change. In continuing the above
example, there is a Version D32 that differs from D31 only in the type of gov-
ernment actions specified in Part B.

The last feature of this part of the design is that the overlap in the risk
levels in contingent ranking and direct question versions in Part A results in
three sets of observations in four cells of Part B of the design. For example,
this accounts for both D11 and R11 in value to avoid a risk increase to 1/50
from 1/10. This feature enables us to evaluate, at least for a subsample,
whether the question format in the prior design for risk reductions affected
values in the risk increase section that followed. However, there were also
several intervening questions (e.g. critter values and certainty effect) between
these major sections. This would be expected to reduce the effect of the for-
mat of the prior risk questions.

Finally, Part C of Figure 7-4 shows the design elements that related risk
reduction to distance. In this part of the design, the individual was offered

the hypothetical choice between purchasing two homes that were identical ex-
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cept for their respective distance from a manufacturing plant with landfill on
site that contained hazardous wastes. Using the average price of a home in
the neighborhood, the individual was asked how many miles he would want to
have the house away from the plant if it cost "$x/mile" in higher houéing
prices. In effect, the individual was given a constant marginal price for re-
ducing risk by moving but the price varied across individuals. The design
specified four different prices per mile--$250, $600, $1,000, and $1,300. This
part of the design was considered independently of the other two parts of the
design, which implied that the versions in Part C would be assigned without
considering the other features in the overall design. Had this not been the

case, 96 separate versions of the questionnaire would have been necessary.

7.13 IMPLICATIONS

Using the main objectives of our research as guideposts, this chapter
has described how we have integrated some of the many facets of risk into a
research design for eliciting individuals' valuation for reductions in the risk
of exposure to hazardous wastes. Additionally, the chapter has highlighted
the underlying reasons for the different parts of the design. In this process
we have explained our reasons including or excluding certain facets of risk,
or some methodological concerns about contingent valuation, as part of the
design. Ultimately, our final design is somewhat eclectic but this chapter sug-
gests that its composite nature can be viewed as consistent with our main
objectives.

The final design suggests an important, and perhaps sometimes unappreci-
ated attribute of contingent valuation as an approach for benefits measurement.
That is, contingent valuation provides a very flexible framework for developing
tests for basic economic hypotheses. For example, in our final design, we
have used this flexibility to examine the importance of question format, initial
levels of risk, and different assignments of property rights by formulating
different wversions and assigning them to different parts of our sample.
Although not controlled to the extent that is possible in a laboratory, it does
allow for some degree of control. Moreover, the subjects respond in the same
environment in which they make many economic decisions.

Finally, our design reflects the importance of the focus group sessions

and other questionnaire development experiences to our final design. They
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proved essential in evaluating both different ways of approaching a question
and the format for asking that question. Additionally, they suggested unanti-
cipated hypothesis that are included in the design. A last consideration is
that these activities were very compatible with the format and structure of

contingent valuation survey that ultimately, would be implemented.
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CHAPTER 8

SURVEY QUESTIONNAIRE DEVELOPMENT

8.1 INTRODUCTION

Developing a contingent valuation survey questionnaire that could effec-
tively measure the benefits of hazardous waste management regulations by eli-
citing individuals' valuations of risk reductions was a difficult problem. Exper-
imental psychological and economics research suggested that individuals' re-
sponses to questions involving decisions under uncertainty could be influenced
by a number of factors, including the respondent's previous experience, the
explanation of the situation, and the characterization of the uncertainty. In
addition, earlier research suggested several compelling reasons to expect par-
ticular difficulties with situations involving the risks associated with hazard-
ous wastes (Cummings, Brookshire, and Schulze [1984]).

Thus, the questionnaire development effort for this research faced two
basic problems. First, we had to develop a set of procedures for the ques-
tionnaire that could effectively explain both the choices to be made under the
uncertainty associated with hazardous wastes and, equally important, ' the
changes that could occur in the uncertainty itself. Past psychological and
economics research offered some wvaluable insights here, of course, but much
of it is based on laboratory experiments whose results did not seem clearly
transferable to a general population survey at the outset of this research
effort. Second, and especially important to the objectives of this research,
we had to develop an accurate description of the features of the risks associ-
ated with hazardous wastes and the ways in which regulatory actions might
affect those features.

In view of these problems, therefore, we spent a great deal of time and
effort during the questionnaire development and testing effort to try and un-
derstand accurately how people feel, think, and talk about risks, hazardous

wastes, and other related topics. Appendix B contains two versions of our
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'survey questionnaire--one for the direct question format and one for the con-
tingent ranking format. Concentrating primarily on the use of the focus group
discussion technique and the efforts to pretest the questionnaire and to video-
tape its administration, this chapter briefly outlines the evolution of the ques-
tionnaire and its basic logic. In particular, after offering a short chronological
overview of the entire questionnaire development process, the following sections
describe the focus groups, how and why they were used, and what we learned
from them and the other questionnaire development and testing activities. Spe-
cifically, Section 8.1 highlights the questionnaire development process, includ-
ing the focus group, pretest, and videotaping activities; Section 8.2 describes
what focus groups are and how they work; and Section 8.3 explains their role
in contingent valuation. Section 8.4 describes how the focus groups were
organized. Section 8.5 profiles the participants, concentrating on their knowl-
edge and awareness of the hazardous waste problem; and Section 8.6 offers a
brief summary and overview of what the project team learned from the focus
groups. Section 8.7 describes the significant pretest activities conducted dur-
ing the post-focus-group effort to further refine and test the survey question-
naire; Section 8.8 provides the same information for the videotaped interviews;
and Section 8.9 concludes the chapter by highlighting some suggestions for

enhancing the overall questionnaire development process.
8.2 OVERVIEW: A BRIEF CHRONOLOGY

As a first step in the survey questionnaire development process, a series
of informal discussions--focus group sessions--were conducted with small
groups of citizens in North Carolina and Massachusetts during April, May,
June, and September 1983. The purpose of these sessions was to learn how
best to communicate risk information to individuals and to understand how they
think about hazardous wastes. Together, these sessions yielded substantial
information--primarily on what individuals feel, think, and say about the risks
associated with hazardous wastes--that was invaluable in the questionnaire
development process. '!n particular, because the contingent wvaluation survey
approach requires a questionnaire that creates a hypothetical--or simulated--
market for goods not usually bought and sold (in this case, reductions in the

levels of risk associated with hazardous wastes), the focus groups proved in-



valuable in collecting information on attitudes, perceptions, and language that
helped frame the questionnaire's hypothetical market in terms that were both
credible and understandable to survey respondents.

Following the last series of focus groups, the survey questionnaire was
judged to have the appropriate structure. The sequence of questions, the
amount and types of information they contained, and their general structure
and format seemed to be "working" reasonably well. Despite having an appro-
priate structure, however, the questionnaire was clearly not ready for actual
data collection because it had not been fully tested one-on-one under actual
field conditions with a respondent. For example, the questionnaire had always
been administered by a member of the project team--a situation that could not
be duplicated in field work conducted with professional interviewers. In addi-
tion, the questionnaire had not been tried in the residence of a respondent,
whose participation is always subject to varying interview conditions--televi-
sions, children, telephones, etc. To minimize the chances of encountering
unexpected problems in the field, therefore, the project team decided both to
field test the survey questionnaire and to videotape ten one-on-one interviews
with selected respondents. These activities resulted in changes to the ques-
tionnaire that substantially improved its ability to frame--i.e., explain--the
hypothetical market for risk reductions in such a way that respondents could

understand it and make willingness-to-pay decisions based on it.
8.3 FOCUS GROUPS: THE BASIC INGREDIENTS

Focus groups are informal discussion sessions in which a skilled moderator
leads a group of individuals through an in-depth discussion of specific topics
to discover their attitudes and opinions. Neither the participants nor the mod-
erator is necessarily an expert on the topics. A concept that grew out of the
psychiatric techniques of group therapy, the focus group assumes that individ-
uals are more apt to talk about a problem in the security of a group environ-
ment than they are in a one-on-one interview. In the 1950s some researchers
extended focus groups beyond their intial therapeutic purpose and used them
to obtain qualitative information from consumers about product advertising and

promotional efforts [Bellenger, Bernhardt, and Goldstucker, 1979].
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Traditionally, focus groups have served as a tool in marketing research
to acquire qualitative data on markets, prices, and the advantages of new

products. In addition, focus groups have been used to
Generate new hypotheses

Provide background information on new product concepts, pac-
kaging, and advertising effectiveness

v Understand the consumer language associated with specific
product categories or brands

Stimulate new ideas about older products
Structure and test questionnaires
. Interpret previously obtained quantitative results.

This project used focus groups in yet another way--to obtain and evaluate
the information necessary to develop a contingent valuation survey question-
naire. Specifically, the focus groups provided an opportunity to listen as
individuals discussed wvarious aspects of hazardous wastes; to observe their
responses to several tasks that would be used in the contingent valuation sur-
vey; and to try alternative methods for presenting information about the risks

of hazardous waste contamination and other low-probability events.
8.4 FOCUS GROUPS: THEIR ROLE IN CONTINGENT VALUATION

In general, the focus groups were used in this research because they
offered a cost-effective way of discovering how best to ask economic ques-
tions--especially those concerned with risk--of noneconomists. In particular,
however, they were used to gather the kinds of information essential to the
effective use of the contingent valuation survey approach to estimate the ben-
efits of hazardous waste management regulations--information that could help
explain the survey questionnaire's hypothetical market for risk reductions in
terms the respondent's could easily understand. For example, contingent valu-
ation requires the resolution of issues related to framing--i.e., the definition
of the commodity in its hypothetical market and how the transaction would
occur. Resolving these issues requires assessing whether responses are af-
fected, for example, by the information given, by the way in which the valu-

ation question is asked, or by the actual sequence of the questions on the

8-4



questionnaire. Because they demonstrated in specific terms how respondents
may react to varying types of information, varying types of questions, and
varying question sequences, the focus groups helped assess these framing
issues as the questionnaire was developed.

In addition, using contingent valuation to estimate the benefits of hazard-
ous waste management regulations also requires detailed information on how
and the extent to which respondents understand risk (or probability) and how
government regulatory actions might change it. In particular, it is essential
to determine what respondents are likely to know about these concepts before
they are given information necessary to help them form notions of willingness
to pay. Focus groups helped resolve this issue, particularly in discovering
whether respondents think of risk in two separate stages--risk of exposure to
hazardous wastes and risk of some resulting detrimental effect--and they helped
identify language that would effectively communicate hazardous waste concepts.

Finally, the focus groups also proved an excellent way to test alternative
methods of elicitng individuals' willingness to pay; to compare the workability
of direct questions to elicit willingness to pay values with that for contingent
ranking, which requires respondents to rank outcomes stated in terms of prob-
abilities and wllingness-to-pay amounts; and to ensure the development of a
clearly worded, comprehensible survey instrument. The focus groups were
particularly helpful in the latter effort since the participants were able to point
out fuzzy language and muddy or inadequately described concepts before the

instrument was administered to the general target population.
8.5 FOCUS GROUPS: THEIR ORGANIZATION

The contingent wvaluation survey questionnaire evolved during a series of
activities that spanned six rounds of focus groups, involved conducting 19
sessions in a variety of geographic areas, and required the participation of
198 men and women from a variety of economic, social, and educational back-
grounds. Table 8-1 summarizes focus group session attendance. Round 1
consisted of general discussions centered around five major topics: risks in
general, environmental attitudes, hazardous waste knowledge, hazardous waste
risks, and attitudes toward paying for hazardous waste management. Figure
8-1 shows a sample of the questions used as guidelines for these discussions.

How and the extent to which the focus group participants responded to these
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TABLE 8-1.

FOCUS GROUP SUMMARY

Number of
participants

Per Per
Round Session Participating organization Location Date session round
1 1 Duke Institute for Learning Durham, NC April 6, 1983 14
in Retirement
2 White Rock Baptist Church Durham, NC April 11, 1983 7 50
3 Vance County Heart Association Henderson, NC April 12, 1983 9
4 Triangle Presbyterian Church Durham, NC April 13, 1983 20
2 1 INCO Sheltered Workshop Henderson, NC April 27, 1983 8
2 YWCA/Hobby Time Group Durham, NC April 28, 1983 11 27
3 Methodist Retirement Home Durham, NC April 29, 1983 8
3 1 Salem United Methodist Church, | Haw River, NC May 5, 1983 12
2 Salem United Methodist Church, Il Haw River, NC May 24, 1983 7 35
3 Ridgeroad Home Extension Club Durham, NC May 25, 1983 16
4 1 Union Presbyterian Church Carthage, NC June 1, 1983 13 19
2 Saint Catherine Catholic Church Wake Forest, NC June 2, 1983 6
B 1 Presidents Crime Watch Council Wadesboro, NC June 21, 1983 22
2 Morven Presbyterian Church Morven, NC June 22, 1983 5
Women of the Church 1
3 Morven Presbyterian Church, Morven, NC June 22, 1983 14
Evening Group
6 1 Acton Congregational Church Acton, MA Sept. 13, 1983 7
2 Concord Council on Aging Concord, MA Sept. 14, 1983 7 26
3 Acton League of Women Voters Acton, MA Sept. 14, 1983 6
4 Needham American Red Cross Needham, MA Sept. 15, 1983 6
Total 19 Total 198
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10.

12
13.

14.

HAZARDOUS WASTES FOCUS GROUP QUESTIONS/TOPICS

In what ways do you think that you individually pay {(monetarily) as a result
of the "mazardous waste problem."

To whom do you pay? Where does the money go?
How is that money spent by the recipient(s) on hazardous waste management?

Have you personaily or members of your immediate family actually experienced
bodily harm or loss or injury to property due to hazardous wastes?

Do you believe in the possibility of perscnal loss or injury to yourselves as a
result of hazardous wastes?

what do you think about the chances (probability) that you will actually experi-
ence personal loss or injury due to hazardous wastes?

what do you think about the chances that the envircnment will actually be dam-
aged by hazardous wastes.

If you think that the chances are good that you will personally experience loss
or injury from hazardous wastes, would you be willing to pay more than you
now do to change the probabilities of loss or injury?

If you think that the chances are good that the environment will suffer damage,
would you be willing to pay mare than you now do to change the probabilities
of loss or injury?

If you think that there is no chance thal you or your immediate family will suf-
fer loss or injury as a result of hazardous wastes, would you be willing to pay
more than you now do to change the probabilities that others will suffer loss
or injury?

If you think that there is no chance that you or your immediate family will suf-
fer loss or injury as a result of hazardous wastes, wouid you be willing to pay
more than you now do to change the probabilities that the environment will be
damaged?

whom do you hold responsible for proper hazardous waste management?

whaom do you hold responsible for the "hazardous waste problem?"

To what degree do you hold each of the following responsible for proper haz-
ardous waste management:

(1) yourseives (5) Federal Government

(2) society (6) hazardous waste producers
(3) local government (7) companies that dispose of
(4) State government hazardous wastes

To what degree te you hold each of the following respensible for hazard-
ous waste cleanup:

(1) vyourselves (5) Federal Government

(2) society {6) hazardous waste producers
(3) local government (7) companies that dispose of
(4) State government hazardous wastes

Figure 8-1. Sample questions used in focus group discussions.
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and other questions provided the information necessary to judge what kinds
and amounts of information should be provided in the survey questionnaire so
the respondent could form his notion of willingness to pay for risk reductions
resulting from hazardous waste management regulations. As the focus group
sessions were conducted during Rounds 2, 3, 4, and 5, the types and amounts
of information given to the respondent--i.e., both the questions on the survey
questionnaire and the supplemental materials used in the interviewer's presen-
tation to the respondent--were substantially refined until, in Round 6, a first
draft of the questionnaire was administered.

8.6 FOCUS GROUP PARTICIPANTS: THEIR AWARENESS OF

THE HAZARDOUS WASTE PROBLEM

While the character of almost all the discussion sessions was largely the
product of one or a mix of such important demographic variables as economic,
social, and educational background, the factor with the greatest impact on the
participant feelings and attitudes about hazardous wastes and the risks associ-
ated with them was personal awareness or experience--i.e., whether or not
hazardous wastes and their risks had become a local issue for some reason.
Table 8-2 lists the location of each of the focus group sessions and briefly
indicates whether, to what extent, and how the participants in them became
aware of the hazardous waste problem.

As shown in Table 8-2, participant awareness of hazardous wastes and
their risks is particularly high in areas whose residents had experienced a
hazardous-waste-related accident, as had the participants in the sessions held
in Acton, Massachusetts, where the local water supply had recently been con-
taminated by chemicals leaking from a hazardous waste landfill site. Residents
of areas that had recently faced a landfill siting decision were also highly
aware of the hazardous waste problem and its potential risks, as illustrated
by the participants in the Warren County and Anson County, North Carclina,
sessions, whose communities, respectively, had unsuccessfully and successfully
fought landfill siting decisions. In contrast, awareness of hazardous wastes
and their associated risks was very low in areas whose residents had not ex-
perienced a local incident or fought a landfill siting. The responses of the
participants in the Haw River, North Carolina, sessions, for example, show
little awareness--indeed, little understanding--for what hazardous wastes are

or the number and types of risks they might pose.
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TABLE 8-2.

FOCUS GROUP PROFILE:

PARTICIPANT AWARENESS OF THE

HAZARDOUS WASTE PROBLEM

Participating organization

Location of session

City

State

& 3 a
Description and source of participant awareness

Duke Institute for Learning in
Retirement

White Rock Baptist Church

Vance County Heart Association

Triangle Presbyterian Church

Inco Sheltered Workshop (Warren
County)

YMCA Hobby Time Group

Methodist Retirement Home

Durham

Durham

Henderson

Durham

Henderson

Durham

Durham

North Carolina

North Carolina

North Carolina

North Carolina

North Carolina

North Carolina

North Carolina

The participants in this group had a heightened awareness
and understanding of hazardous wastes due to several local
incidents--e.g., PCB dumpings on North Carolina highways,
the Warren County PCB landfill siting controversy, and a fire
at a chemical waste recycling company in Durham.

Most participants had a poor understanding of hazardous wastes,
although they were able to site local incidents they had heard
about in the media--e.g., the Warren County PCB landfill
controversy.

Most participants were aware of hazardous wastes and their risks
due to the controversey surrounding the siting of a PCB landfill
in adjacent Warren County against the strongly expressed pro-
tests of Warren County residents. Because of the proximity of
their community to the Warren County landfill site, these partici-
pants had well-developed ideas on hazardous waste, particularly
concerning possible compensation and its use in landfill siting
decisions.

Although this group had little personal experience with or aware-
ness of the hazardous waste problem, some participants” were
aware of the Warren County landfill siting controversy, and a
few people had detailed technical knowledge of the hazardous
waste problem. Nevertheless, this group's understanding of
hazardous wastes was not precise, and at least some participants
expressed reservations about paying the costs of control.

Perhaps because their community is in such close proximity to the
Warren County landfill site, these participants felt the hazardous
waste problem was huge and perceived their probability of
exposure as nearly 100 percent. They used the term hopeless-
ness to describe the hazardous waste problem and were eager to
express their opinions. s !

A few of these participants cited local incidents--the Warren
County PCB landfill and a chemical recycling plant fire in
Durham--as sources of their awareness of the hazardous waste
problem, but their understanding of what constitutes hazardous
wastes was incomplete.

These participants were very sensitive about how they were per-
ceived by others and, consequently, were cryplic and defensive
about their awareness of Lhe hazardous waste problem. They
seemed to understand that some substances are hazardous but
not how they are related to manufacturing processes for con-
sumer goods.
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TABLE 8-2 (continued)

Participating organization

Location of session

City

State

Description and source of participant awareness®

Salem United Methodist Church, |

Salem United Methodist Church, 11

Ridgeroad Home Extension Club

Union Presbyterian Church

5t. Catherine Catholic Church

Anson County Crime Watch
President's Council

Women of Morven Presbyterian
Church

Haw River

Haw River

Durham

Carthage

Wake Forest

Wadesboro

Morwven

North

North

North

North

North

North

North

Carolina

Carolina

Carolina

Carolina

Carolina

Carolina

Carolina

These participants were poorly informed about hazardous wastes:
One person asked what PCBs were, and another wondered if acid
rain came from Agent Orange. Perhaps due to their lack of
knowledge, these people were less afraid than most of the
effects of hazardous waste exposure.

Though somewhat more informed than the participants in the
previous discussion group, these individuals also had limited
knowledge of the hazardous waste problem, particularly of
effects or exposure. For example, they did not understand how
leaving PCB-laced oil on the shoulders of North Carolina's high-
ways could create an exposure problem.

These participants indicated they knew about hazardous wastes
through the media coverage of local events--e.g., the Warren
County PCB landfill siting controversy--but they did not have a
clear understanding of what constituted hazardous wastes and
had difficulty giving specific examples: "Might have fumes
associated with it."

These participants knew a great deal about the hazardous waste
problem. They were aware of various exposure paths (particu-
larly ingestion) and of the various products and manufacturing
processes that produce hazardous waste byproducts. In addi-
tion, they followed not just local incidents (such as the Warren
County landfill siting controversy) but also national ones--e.g.,
the Love Canal, New York, and Times Beach, Missouri,
controversies.

In general, these participants were well educated and well
informed about hazardous wastes, both at the national and at

the local level. However, they had very set ideas on what
hazardous wastes were and how large a problem they created.
Their greatest fears were of the "unknowns" involved in cleaning
up wastes and the implications of these unknowns for their
children.

After overcoming their initial suspicion of the objectives of the
focus group session, these participants indicated they were
aware of the risks associated with exposure to hazardous wastes.
This was due primarily to the fact that their county had success-
fully fought the siting of a commercial hazardous waste landfill.
However, they did not fully understand what constituted hazard-
ous wastes or that the manufacture of common consumer products
created them.

Probably because they lived in a County that had successfully
fought a commercial landfill siting, these participants were very
well educated about hazardous wastes. They were not surprised
by the number and types of consumer products whose manufac-
ture creates hazardous wasles, and they all indicated that they
felt a high risk of exposure.

{(continued)
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TABLE 8-2 (continued)

Participating organization

Location of session

City

State

G s e a
Description and source of participant awareness

Morven Presbyterian Church
Members

Acton Congregational Church

Concord Council on Aging

Acton League of Women Voters

Needham American Red Cross

Morven

Acton

Concord

Acton

Needham

North Carolina

Massachusetts

Massachusetts

Massachusetts

Massachusetts

Like the previous group, these participants lived in a community
that had successfully fought a proposed hazardous waste landfill.
They were very well informed about hazardous wastes, their
risks, and the alternatives for waste cleanup.

Probably because hazardous wastes from a leaking chemical land-
fill site had contaminated their water supply, these participants
were well aware of the potential risks of hazardous waste expo-
sure and effects. In general they felt they were very likely to
be exposed to hazardous wastes, and, in particular, they felt
exposure would most likely occur through their drinking water

supply.

The participants in this group were also very aware of the nature
of the hazardous waste problem, probably because of the close
proximity of their community to Acton, whose water supply had
recently been contaminated. These participants were less sure
about the levels of risk associated with exposure, however, and
they had difficulty estimating cleanup costs.

Like the previous group held in Acton, this group was knowl-
edgable about hazardous wastes due to a recent local incident in
which their drinking water supply became contaminated by haz-
ardous wastes. However, the large extent to which the
participants identified with their own local incident prevented
them from thinking about hazardous wastes in the hypothetical--
i.e., they had difficulty describing what they would be willing
to pay to reduce their risks in a hypothetical situation involving
risks from hazardous wastes.

Because Needham is further than Concord from Acton, whose
drinking water recently became contaminated, these participants
were somewhat less aware of the hazardous waste problem than
were Concord participants. Unlike the Concord and Acton
participants, for example, they perceived their own risks as
zero, and they indicated they were less environmentally con-
cerned than the other Boston-area participants.

a s oo : ——
For a more precise account of focus group participant awareness of and experience with hazardous wastes and their risks, see

Desvousges et al. [1984a].



8.7 FOCUS GROUPS AND QUESTIONNAIRE DEVELOPMENT:

OVERVIEW AND SUMMARY FINDINGS

Experience with the focus group sessions suggested that they were a
valuable too_l in constructing the survey questionnaire, both in terms of learn-
ing how people think, feel, and talk about different issues and in terms of
the mechanical aspects of organizing and writing individual questions and visual
aids for the final survey instrument. The following discussion briefly summar-
izes these judgments, concentrating on the significant mechanical and perceptu-
al issues of effectively presenting risk information to survey respondents. For
further details, the interested reader can consult Desvousges et al. [1984a,b],
which this section summarizes, for more detailed discussions of how the focus

group sessions were organized, conducted, and analyzed.

8.7.1 Overview: Findings and |ssues in Questionnaire Development

In almost every instance, the focus group participants provided important
information for the survey questionnaire development process, including both
substantive and editorial comments that resulted in substantial revisions to
the survey instrument. Many of the suggestions could not have been antici-
pated a priori. For example, participants found simple examples of everyday
risks useless for thinking about hazardous waste risks. In addition, while
circles (or probability wheels) were the easiest vehicle for communicating haz-
ardous waste risks, a risk ladder was more successful in eliciting responses
about perceived risks. Also, the participants found the visual aid used to
link the risk ladder and the probability wheels more confusing than helpful.
Fortunately, the participants were willing to provide explicit, detailed criticisms
of the visual aids and other survey materials.

The findings summarized below underscore the key element in the ques-
tionnaire development effort--the difficulty of presenting information about
risk to the general population. This task was a central objective of the focus
group research effort because it was the necessary first step to defining an
adequate way to "frame" (i.e., discuss and put in context) the hypothetical
commodity that ultimately would be valued in the contingent valuation survey.
The commodity to be framed in the survey is a change in the risk of exposure

to hazardous wastes and, corresponding to it, a change in the risk of a result-



ant effect, or death.* |In effect, therefore, the questionnaire had to conv‘ey'
information about a commodity or event that might or might not happen. T

; Communicating the commodity itself is only one element in framing the
hypothetical commodity for a contingent valuation survey. It is also neces-
sary to provide a specific context for the commodity--in this case, a context
to explain how the exposure risk would arise, how it would be affected by
government regulations, and how people would "pay" for reducing the risk of
exposure (the "payment vehicle" in technical jargon). Once the respondent is
given this information (i.e., the hypothetical commodity, the hypothetical con-
text, and the hypothetical market), he is asked to complete the valuation task,
during which he is asked to reveal his willingness to pay for the hypothetical
commodity.

Researchers have used many different formats to elicit willingness to pay
in the valuation task. They have tried asking the respondent directly (Des-
vousges, Smith, and McGivney [1983]) and have used iterative bidding games
(Randall, Ives, and Eastman [1974]; Rowe, d'Arge, and Brookshire [1980];
Schulze, d'Arge, and Brookshire [1981]; and Desvousges, Smith, and McGivney
[1983]). They have used cards with payment amounts and anchors based on
average expenditures for other kinds of public goods (Mitchell and Carson
[1981])--e.g. fire protection--and have tried rankings of specified payment
levels matched with levels of the hypothetical commodity (Rae [1981a,b] and
Desvousges, Smith, and McGivney [1983]).

Based on past experience, the direct question and the ranking formats
were selected for evaluation in the focus groups because they represented
two extremes in terms of the amount of information provided for the respond-
ent: no information in the direct question format and a great deal of informa-
tion (including specified payments) in the ranking format. Finally, these two
formats also avoid the problems caused by choosing the various starting points

*Other nonlethal health effects are possible from hazardous waste expo-
sure. For simplicity, the single effect of death was chosen because it is easier
to define than a particular severity of a specific illness.

fBrookshire, Cummings, et al. [1982] found that their willingness-to-pay
bids were quite sensitive to the changes in the framing of the hypothetical
commodity.
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necessary in the iterative bidding game format (see Mitchell and Carson [1981]

and Desvousges, Smith, and McGivney [1983]).

8.7.2 Presentation of Probability

Introduction

The potential for difficulties in explaining the probabilistic nature of what
can be expected from hazardous waste regulations was evident from the outset
of the research. Previous research has identified many  potential problem
areas. Hershey, Kunreuther, and Schoemaker [1982] have found considerable
variation in individual preferences for uncertain outcomes depending on how
probability is presented. These findings are echoed by Tversky and Kahneman
[1981] and Fischhoff, Slovic, and Lichtenstein [1982]. Unfortunately, the
available research has not provided an unambiguous judgment on how best to
present probabilities. Acton [1973] used bar charts to show alternative risk
levels but did not evaluate the effectiveness of this vehicle. Jones-Lee [1976]
and Frankel [1979] used fairly complex representations of probability distribu-
tions, and Loomes [1982] expressed probabilities in terms of deaths per 100,000
members of the population. He found significant differences in preferences
with this measure depending on the equity implications implied in the presenta-
tion. Slovic, Fischhoff, and Lichtenstein [1978] used specific probabilities in
numerical terms (percent measure of risk in some time period) in their research
on accident probabilities and seat belt usage.

Selvidge's [1975] work suggests a number of areas for caution and offers
some new insights. She cautions that "asking someone who has not worked a
great deal with very small probabilities to make such distinctions is analogous
to asking a member of a stone-age tribe to make judgments about lengths of
time" [p. 200]. Her insights are that individuals can be acclimated to the task
by working them through specific hypothetical situations, then asking for prob-
ability information or an evaluation in relative terms. She also suggests the
use of visual aids to highlight probabilities. Specifically, she recommends an
urn filled with balls of one color and one ball of a different color. (This is
analogous to the visual aid used by Schoemaker [1982] in his research.) How-
ever, two important factors limit the applicability of Selvidge's research to the

task of the present research. Selvidge was working with experts, requesting



that they encode probabilities, and she was not conducting her experiments in
a person's home (as is the case in the contingent valuation survey).* There-
fore, the project team adapted the idea of using circles, or probability wheels,
from risk assessment research, during which experts were asked to encode
the probabilities for different risky situations. Wallsten [1983] was instrumen-
tal in explaining the workings of the vehicle and how it has been used in the

past.
Overview

It was apparent from the focus groups in Round 1 that participants would
have difficulty thinking of hazardous wastes as numerical risks or probabilities
even though they frequently showed a good intuitive understanding of risks
and hazardous wastes. It was also apparent there would be a wide range of
understanding of the probability concept among participants. Some people
appear to naturally think of risk in terms of probability while others do not.
These different levels of understanding caused difficuity both in presenting
probability to the focus groups and in explaining it within the questionnaire.
To increase the understanding of probability among the focus group partici-
pants, examples of risky events that participants might face in their everyday
lives were cited. Moreover, circles with shaded slices along with these exam-
ples were used to indicate the chance outcome for these risky events. Later,
when participants were asked to perform the contingent ranking, circles were
again used to convey the chances of exposure to and effects from hazardous
wastes. It was hoped that participants would link what they learned in the
general probability presentation to the contingent ranking task, where they
were asked to make payment decisions based on the probabilities of reducing

expasure risks.

*The present experience with risk is an interesting contrast with their
experiences with water quality (see Desvousges, Smith, and McGivney [1983]).
When the water quality questionnaire was developed, Mitchell and Carson [1981]
already had conducted a large-scale survey using a ladder to represent differ-
ent water quality levels tied to recreational uses of water. Thus, the framing
of the hypothetical commodity was a much easier task. The present research
could not be based on the structure of the earlier contingent valuation study
involving hazardous wastes because Brookshire, Cummings, et al. [1982] spec-
ified the commodity as a regulation and not as a risk.
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In the early focus groups that included a presentation, probability was
explained using two circles.* The first circle represented the risk of expo-
sure, and the second, the combined risk of exposure and effect. Simple
examples of risky events such as "rain," "IRS audit," "fishing," and 'car
accident" were listed beside the exposure circle, and the effects--'"get wet,"
"pay more money," "catch a fish," and '"get hurt," respectively--were listed
beside the combined risk circles. Each circle had a different portion shaded
to indicate the probability of the events' occurring.

In the ranking exercise, four cards (Cards A, B, C, and D) were used
at first. The possible probabilities of exposure were 8/360, 6/360, 4/360, and
2/360. In the last two sessions of the first round, two additional cards (Cards
E and F) with exposure probabilities of 1/360 and 25/360 were added. The
risk of effect was always 4/360. In this round, a circle showing combined
probability--the risk of exposure times the risk of effect--was not included.
A sample of the cards used in the early focus groups have been included as
Figure 8-2.

There were many problems with the presentation described above. First,
participant comments indicated that the shaded circles did not do a good job
of relaying the idea of chance. Adding spinners to the circles was suggested
by many participants as a way to improve them as vehicles for relating chance.

Second, participants indicated they did not understand how the combined
probability was formed. They were not perceiving either that the chance of
exposure and the chance of effect were separate, or that the combined proba-
bility was the result of multiplying the exposure by the effect probability.t |
This was true in both the simple probability explanation and in the contingent
ranking task, with different levels of understanding frequently appearing with-
in all groups. After this round, it was hypothesized that participants would

have an easier time determining willingness to pay for hazardous waste man-

*Focus groups conducted in Round 1 comprised only a general, spontan-
eous discussion of general topics related to risk and hazardous waste and,
therefore, did not include a presentation using visual aids.

TThis is consistent with some experimental research in psychology indicat-
ing that individuals have difficulty with multistage lotteries. See Schum
[1980].



Carp A

HAZARDOUS WASTE RISIS

: RISK OF AN EXPOSURE RISK OF A EFFECT

PAYMENT RELIIRED: 525 PER YEAR IN HIGHER PRICES AXD TAXES

0 B
HAZARTLS WSTE RISIS

RISK OF AN EXPOSURE RISK OF AN EFFECT

oC

PAYMENT REQUIRED: 350 PER YEAR IN HIGER PRICES AD TAES

m C

HAZARDOLS WASTE RISIS
RISK OF AN EXPOSURE RISK OF AN EFFECT

PAYVENT RECUIFED: $10D PER YEAR IN HIGHER PRICES AMD TAJES

Figure 8-2. Probability circles with various combinations for risk of exposure and effect.
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agement regulations if they were given very explicit information about probabil-
ity. Participant comments in this round supported this hypothesis.
Third, with the exception of fishing, the simple examples (such as given
in Figure 8-3) were easy for the participants to understand:
The fishing didn't fit. Everything was a negative effect except for
fishing. That was positive. The other examples all seemed like
things you had control over.
However, participants did not find the simple examples of risk helpful in under-
standing the chances of exposure and effects from hazardous wastes. They
indicated that the attributes of everyday chances were so different from those
of hazardous wastes that one did not help explain the other:

There were too many examples preceding the hazardous waste exam-
ple.

| understand the examples of the chance of rain, etc., but | don't
understand the great relationship between your chance here and our
deciding which is the best order to rank the cards in.

In ranking the cards you go through a process of reasoning which
is.different from that of the simpler examples, like the chance of
rain.

Finally, participants had trouble believing that the hazardous waste expo-
sure probabilities were real. In general they felt they were too small:

| wondered if what you were presenting was unbiased because of

the extremely small chance of being exposed to hazardous wastes.

| wondered if you were trying to program the results.

For later focus groups, the probability presentation was expanded to in-
clude three circles: an exposure circle, a conditional risk of an effect circle,
and a combined risk of exposure and effect circle. This change was made to
address the participant's need in the previous round for a better explanation
of how the combined probability was formed. |In addition, it was hoped this
more explicit probability presentation would help participants understand both
that the risk of exposure and the risk of effect were separate events and that
the probability of an effect is conditional on a given level of exposure.

In this round, the research team added more descriptive titles to each of
the three risk circle cat;ds. Instead of just displaying the words chance,
probability, and risk, the exposure card now included the title "What Will Hap-
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Card 4
Examples of Risk

Event Qutside Your Circumstances What It Means How It Might

Your Caontrol When Event Happens To You Have Been Anticipated

It might rain Walking from car Get wet Bring an umbrella
to work or raincoat

(store, school, etc.)

You might On the interstate Stranded on Have a spare,
have a {versus in driveway) road (late) change tires more
flat tire frequently

You might be Physical makeup Reduced life Manage wastes
exposed to (hereditary expectancy properly, recycle
hazardous background, wastes
wastes resistance, diet,

smoking)

Figure 8-3. Card in tabular form to present probability and explain simple risks.
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pen?" and the effect card included the title "What it Means to You." Also,
the example of fishing was excluded, but the examples of "rain," "IRS audit,"
and '"car accident" were still used to illustrate effects. The card entitled
"What it means to you" included the results "be outside," "make a mistake on

return," and "glass breaks," respectively. The third circle included the com-

bined risks--"that it will rain and you get wet," "IRS audit and pay more
money," and '"car accident and get hurt." It was hoped these changes would
make it easier for each participant to relate to each circle. In addition, due

to the suggestions of the first groups, spinners were added to the circles.

Finally, there were five cards (Cards A through E) in the contingent
ranking exercise with exposure risks of 4/360, 6/360, 2/360, 1/360, and 25/360.
The risk of effect was still 4/360 and the risks were not combined explicitly.
These cards are included as Figure 8-4.

Participants still had difficulty understanding probability even after these
changes. The spinners seemed to do little in helping them to understand
chance:

He was telling you that there's a certain amount of the stuff you're
going to get irregardless.

Without a dumpsite you are still going to get your share.

In addition, adding the third circle in the explanation section did not seem to
help participants understand how the combined risk circle was derived; instead,
they focused on the fact that the effect probability did not change in the rank-
ing cards:

No matter how much money you spend, the effect's the same.

The effect is the same on all of them, so why should | pay $400 a

year for something my risk of getting an effect from it is the same

as if | pay nothing?

Moreover, participants' comments also indicated they still did not understand
exposure and effect as separate events or effect as being contingent upon first

being exposed:

Question: Why do you think the risk of effect stays the same and
the risk of exposure changes?

| didn't notice.
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Card A
‘Hazardous Waste Risks

Risk of an Exposure Risk of an Effect

Payment required: $50 per year in higher prices and taxes

Card B
Hazardous Waste Risks

Risk of an Exposure Risk of an Effect

Payment required: $100 per year in higher prices and taxes

Card C
Hazardous Waste Risks
Risk of an Exposure Risk of an Effect
£
360

Payment required: $175 per year in higher prices and taxes

Figure 8-4. Circles used for probability presentation.
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Obviously everyone exposed won't be harmed, some will, some won't,

but here's one, one out of 360 exposures and 4 out of 360 the risk

of effect, can't understand that, three of them got it that wasn't

even exposed.

Finally, participants infrequently felt that the probabilities were too small.
Rather, they indicated that they didn't perceive enough of a difference between
them to affect their payment decisions:

Obviously we're going to look at how much it costs since there's not

so much difference between the chances of exposure.

In the fourth and fifth rounds the circle cards and accompanying expla-
nations were made even more explicit. The spinners were removed; the title
on the exposure card was expanded to read "What Will Happen: Events Out-
side Your Control"; the effect card was changed to read "What It Means to
You: Your Circumstance When It Happens'"; and the combined risk card was
changed to read "What It Means to You." The examples corresponding to these
cards were changed to read, respectively, "rain tomorrow," "flat tire," "expo-
sure to hazardous wastes"; "walking from the car," "on the interstate," "your
hereditary background"; and "get wet," "flat tire," and '"get cancer."

For the exposure to hazardous wastes example, the text on the cards
described exactly the association participants were supposed to make--'expo-
sure to hazardous wastes," "your heredity background," and "get cancer."
Additionally, each circle card included the ratio of the part of the circle that
was shaded and some explanation to help participants understand what was
being conveyed on each card. The exposure card included the statement
"probability = chance spinner will fall in the shaded part," and the combined
probability card included the statement that "both of the earlier outcomes must
occur."

Besides the circles and examples, an additional card was added to help
participants make the association between the simple risk examples and the
hazardous waste risks. This card, entitled "Hazardous Wastes as a Risk,"
included the same information displayed on the circle but in tabular form.
Added to each example was a column entitiled "How it Might Have Been Antic-
ipated." For "rain" this included "bring an umbrella"; for "flat tire" this in-

cluded "have a spare"; and for "hazardous wastes" this included a question
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mark. It was hoped that using the hazardous waste example along with the
simple risk examples would help participants link the two.

The ranking cards (Cards A through E) were also expanded in this
round. Now, instead of each having two circles (risk of effect and the risk
of exposure), they also included a third circle, combined risk. The risk of
effect circle was also changed to read the "risk of effect if exposed." The
risks of exposure were 1/90, 2/90, 5/90, 10/90, and 20/90. The risk of effect
if exposed was 90/540. Combined risks were 1/540, 2/540, 5/540, 10/540, and
20/540. These cards are included as Figure 8-5. Round 5 cards were slightly
different. Instead of being asked to rank cards, participants were asked to
determine a willingness-to-pay amount. Therefore, only three cards were used,
with risks of exposure of 1/90, 5/90, and 10/90.

Participant comments in these rounds indicated much greater understand-
ing of probability. First, they appeared finally to have understood that the
risk of effect is merely a multiplier:

Question: What about that middle circle? Anybody have some feel-
ings on the meaning or the use of that middle circle?

At that point there's nothing you can do about it.
t's just a multiplier.
It's an arbitrary fact at that point.

They also seemed to be looking at exposure and effects from hazardous wastes
as only being a chance occurrence:

The thing that came across to me was that you were using the cir-

cles to point out that it could be controlled by just chance in the

control of hazardous wastes and the effects on the people would just

be a chance.

It is important to note, however, that the groups in Rounds 4 and 5 were well
educated and/or very knowlegable about hazardous wastes.

In the final round of focus groups, where the first draft of the survey
was administered, circles were no longer used in the probability explanation
to explain simple risk. Instead, the card explaining risks in tabular form was
made more explicit. It still included three examples, but each one was ex-
plained more clearly. Circles were still used on the ranking cards and were

exactly the same as in Rounds 4 and 5.
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Card A
Hazardous Waste Risks

Risk of Effect Combined Risk:
Risk of Exposure if Exposed Exposure and Effect

6.
540

Payment required: $400 per year in higher prices and taxes
Card B
Hazardous Waste Risks

] Risk of Effect Combined Risk:
Risk of Exposure if Exposed Exposure and Effect

i) %
S0 540

Payment required: $225 per year in higher prices and laxes

Card C
Hazardous Waste Risks

Risk of Effect Combined Risk:
Risk of Exposure if Exposed Exposure and Effect

.
540

Payment required: $125 per year in higher prices and taxes

Figure 8-5. Sample cards (A through C) used for probability presentation.
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Participants in this round indicated that they found the simple examples

of risk unnecessary and confusing:
Question: Card 4--examples of risk. What did you think of that?

You are confusing the problem of hazardous waste by introducting

irrelevent examples of risk--like if it rains, are you going to have

a flat tire. That is so remote from what hazardous waste involves,

it seems like you're trying to put some of these risks in the same

classification [as hazardous wastes].

Thus, the everyday risk examples were eliminated from the probability explan-
ation. This decision seemed counterintuitive to what was expected a priori.
However, participants in each session indicated that the context in which they
think about hazardous waste risks is too different from that in which they
think about simple risks. In addition, the attributes they associate with each
type of risk differ. Simple risks were veiwed as voluntary or controllable
events such as wearing seatbelts to reduce risk of death in a car accident.
Hazardous wastes risks, on the other hand, were seen as involuntary and un-
controllable. Instead of everyday examples, very explicit explanations using
local or well-known hazardous waste incidents were used to illustrate probabili-
ties of exposure and effect.

The main criticism surrounding the probability explanation was its length.
Some participants indicated that their minds were wandering by the time the
probability of effect was explained. In fact, those who did not understand
the concept seemed to stop listening right after the first circle was described.
However, those who had some knowledge of probability seemed to listen more
intently. This is evident in the following example, in which one participant

is able to explain what is being said to another:
| still can't in my mind figure out how this is the combined risk.

Two percentages. You have half of a quarter times a half is what
is an eighth and this is a six times a 9 percent times 16 percent is
the combination that comes out so you take 10 percent of 16 percent

is 1.6 percent or something like that, so that you are getting it
down

But don't most people react to this because none of us know our

heredity and how we personally are going to be impacted. But this
is an external thing that we can sort of take in.
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You have been told that the middle is the average of all the popula-
tion in that you are generally going to fit into that category.

Participants still had difficulty believing that the probabilities used on the

cards were realistic:

Again | wondered where you came up with these. It looked as if it

could be almost arbitrary.

Many helpful suggestions were made by the participants in clarifying
the cards. Most of these surrounded the mathematical representation of prob-
ability. Using percentages was advocated by participants in all groups:

One of the things is the math that gets you down. Use a percent-

age figure or one out of thousand or hundred thousand, 10 over 90
and 10 over 540.

| would have used ratios. If you went from 1 in 54 to 1 in 10, |
wouldn't use any circles.

They could be converted into percentage relaticnship. That | could
read.

| kept wondering why you didn't put percentages here. 10/90
doesn't mean anything to me but 11 percent does.

Scientific notation, that we are going to lose most people. Put in
terms of a one-over kind of number (i.e., 1/100,000) as opposed to
ten-to-the-minus number.

Two out of 100,000 or something like that.

One participant also suggested putting more description on the hazardous waste
exposure risk cards:
Why not describe what it is [on the card], i.e., heredity, back-
ground, pathways.
These suggestions were all taken into account when the circle cards were
designed for subsequent survey drafts. The final version of the circle cards
includes three circles entitled "Risk of Exposure," "Risk of Death if Exposed,"
and "Combined Risk: Exposure and Death." Each circle's significance is fur-
ther explained by a caption underneath. The exposure circle is captioned
"Possible Pathways"; the effect circle, "Heredity and Health"; and the com-
bined risk circle, "Personal Risk." Each circle has a portion that is shaded

to signify chance or probability of risk. Both the percent and ratio of the
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shaded portion of the circle are on the circle card. The actual probabilities
vary since there are several survey versions that will be administered to
respondents. One version of these circle cards is included as Figure 8-6.

In addition, instead of giving payment amounts, some respondents will be
asked to rank payment cards. These cards are identical except that each will
have a title giving the payment amount. This title is also more explicit than
in previous rounds. It includes both a monthly and vyearly amount and states

directly that this is in higher prices and taxes.

8.7.3 Perception of Exposure Risk

Requesting that individuals shade portions of empty circles was the first
means used to elicit participants' perceived risks of exposure to hazardous
wastes. However, participants indicated that the circle was not really the best
way of doing this and that they often very arbitrarily selected the portion of
the circle to shade. It became apparent that some kind of benchmark or

anchor was needed to guide their responses.

Risk Ladder

A risk ladder was then used as a visual aid in determining participants'
perceived risks of dying from hazardous waste exposure. In the early rounds,
the risk of dying from exposure to three different kinds of hazardous wastes
was placed on a ladder among the risks of death from other kinds of events.
A copy of this risk ladder is included as Figure 8-7. |In this first draft ver-
sion of the ladder, three estimates of hazardous wastes risks from a risk
assessment study were used in an attempt to determine how respondents would
react to this (and other) information. The ladder was based roughly on the
number of people who die annually from various causes or activities. Partici-
pants in general seemed comfortable with the ladder as a graphical representa-
tion:

| think we're all used to seeing things represented in graphs like

these and that it's easier than to start comparing circles.

They were, however, very sensitive to the other events on the ladder. For
example, "eating peanut butter," one of these other events, was brought up
for discussion in each group. Participants were also disturbed by the proba-

bilities used in association with each event and in most cases were reluctant
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Risk of Exposure

(10 percent)

Possible
- Pathways

Risk of Exposure

(2 percent)

Possible
Pathways

Figure 8-6.

Risk of Death
if Exposed

(10 percent)

Heredity
and Health

Risk of Death
if Exposed

{10 percent)

Heredity
and Health
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{1 percent)

(two-tenths
of 1 percent)

Card A-1

Combined Risk:
Exposure and Death

1
100 i

Personal
Risk

Card C-1

Combined Risk:
Exposure and Death

Personal
Risk

Two cards (A-1 and C-1) with final format.



Risk Ladder:
Comparing Risks of Death

Smoking one pack (|
of cigarettes a day
(500)
Motorcycling
(200}
Hazardous waste #2
(80, tichioroethylene)
Hazardous waste #1
(50, benzenal
TVing a car
(17
Leuitermia
(81
Fun over by car
Eating peanut butter (5)
4)
Hazardous waste #3
|| 12, michioroe thane)
Having X-rays for
diagnosis
(1)
’ ; Tomado
(.2) Lightning
.1}

Figure 8-7. Initial risk ladder including exposure to three kinds
of hazardous waste among risks from other events.
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to believe they were accurate numbers. They indicated that if the team were
going to try to use these numbers as true probability occurrences they ought

to include at the least a source and some explanation of what they were based

on:

I never took it as an accurate measure of what the probabilities

were. |If | were to take it as an accurate number, I'd have to know

what you meant by hazardous wastes # 2, where #1 set that expo-

sure and what does that mean. | just took it as a general idea that

we are exposed to a hazardous waste generates these possibilities

rather than to graphically represent possibilities of it occurring.
Additionally, some participants felt the ladder was misleading because it wasn't

drawn to scale:
For true representation, don't you need to put a broken scale on it?

In the next round the same ladder was used, but this time the exposure
risks to hazardous wastes were removed. Participants were asked to place
their perceived risk of dying from hazardous waste exposure on the ladder.
By and large, participants were able to perform this task, but their comments
indicted they had the same misgivings with the ladder as in the previous
rounds:

This is a really misleading risk ladder. Your rates are not accur-

ate. They're not age specific. The data is just not accurate.

You're asking an individual for a certain age and this is just not

accurate for an individual of that age. . . . The way you're trying

to ask your questions, you can't extrapolate from death data for

the whole population very accurately and then ask individuals where

you put yourself on here.

In the final round, when a draft of the questionnaire was administered,
the ladder was changed substantially. This ladder included occupational risks
on one side and risks of dying from various events on the other. The prob-
abilities were removed from each event, and each portion of the ladder was
shaded differently. There was a break between each of these shaded portions
on the ladder to give it the appearance of being more to scale. A copy of
this ladder is included as Figure 8-8. |In addition, a second card was included
that attempted to tie the ladder to the risk circles that had been previously
used to explain probability. This card had both a ladder and circles on it.

The ladder had just three events on it of high, low, and medium death risks.
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Card 5

Risk Ladder: Comparing Risks of Death

Stuntman
Smoking One Pack
of Cigarettes a Day
Skydiving
Truckdriver
Steelwarker
Car Accident
Police Officer
' Home Accident
Home Fire
Poisoning
Flood

Figure 8-8. Revised risk ladder separating occupational risks
from other events and introducing breaks in ladder.
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Next to each event was a circle partially shaded to indicate probability of death
from that event. This card (Card 6) is included as Figure 8-9. Participants
in the first session in this round indicated this card was not helpful in mak-

ing a transition between circles and the ladder. In fact, the card confused
them:

Question: Did card No. 6 help make a transition between the ladder
and the circles?

Pointless.

If you can't keep it maintained to a 100 times for all three, it's
meaningless.

This card was eliminated from subsequent sessions in this round.
Participants in this round had both graphical and conceptual suggestions
for making the ladder and task clearer. The graphical comments revolved

around shading and putting the events more to scale:

Question: What did you think of the risk ladder? Was it helpful?
Not helpful? What kind of impression did you get out of
it?

If you did the graph in a different format it might become a little
clearer to more people. The gradation and shading are a little trou-
blesome at first. There is not a great distinction between the grada-
tion that one notices the distinction until you go back and study it.
The arrows going in two directions rather than one.

The breaks are not clear. |If you're working with hard numbers,
it's easier to see and to integrate it . . . to try to figure out how
much space there is between steelworker and car accident, you're
just left to your imagination. It could be a little or a lot; the per-
son just has no idea.

| had a question when you explained the ladder. The breaks in the
ladder appear to indicate that this is a long ladder. |Is there a big
gap between smoking one pack a day and a stuntman or are they
right on top of each other? That is something that isn't clear. I
think it would help if you could somehow or other indicate that--
maybe on a numerical scale--because then you wouldn't be con-
strained by the size of the page or whatever else.

One of the difficulties is the way the break comes across. Cigarette

smoking is at the top of the break and if there had been a wider
break you would see it's not in the same class as stuntman.
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Card 6

Risk Ladder: Comparing Risks of Death Combined Risk Circle:
' Comparing Risks of Death

Smoking One Pack | (=@
of Cigarettes a Day

Magnified View

(100 times larger than
Car Accident FQ actual slice)

'17
L

Car Accident

Magnified View
$ (100 times larger than

actual slice)

{

Z]L
J

Flood | [ Magnified View

=l ] (10,000 times larger than
actual slice)

Figure 8-9. Card attempting to tie risk ladder
to probability circles.
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in addition, participant comments indicated that the examples made it dif-
ficult for them to assess where on the ladder they should place their perceived
risks of death. For one participant, all the risks were accidental except smok-
ing. Because participants did not see death from ‘hazardous wastes as acci-
dental, they tended to put their perceived death risks closer to smoking and
thus higher on the ladder than they really felt was accurate:

Do you mean the risk of premature death? Because all of these are

by accident except for smoking. The rest are premature death due
to some kind of accident.

It's hard to relate the risk [of death] from hazardous waste [with
the other examples of risks of death] because it's more like the cig-
arettes than all of these other things.

Comparing [hazardous wastes] to all these accidental deaths made me
keep pulling it up the ladder.

You could compare it to smoking a pack of cigarettes a day. The
problem is there is nothing else like that on here.

Other participants didn't feel there were enough examples on the bottom of
the ladder:

These seem to be all very high risk . . . at least from home fire
up. | would have liked to have had something at the other end of
the scale. In between flood and poisoning because everything else

seemed too high up.

Many participants had difficulty in relating to the types of occupations used
as examples:

But the skydiving and stuntman are so remote from the average per-

son's experiences, maybe you ought to have death of a heart attack

at age 60, something that people relate to.
The women in particular thought there were too many male dominated occupa-
tions:

The occupations are not ones | related to very easily. They tend

to be more male occupations.
Most participants wanted to see some indication of the probability of dying from
the events listed on the ladder:

When | saw cigarettes way up there, | didn't think it very believ-

able. | didn't believe it--it looked Ilike someone just did it.
Shouldn't it say based on insurance statistics or something?
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Everything else in the thing is done with numbers. You might very
well, since all these are different levels, just put numbers along
side of them. |t might be easier.

In the group where the participants were asked to place their perceived occu-
pational risks on the ladder, it became apparent that more examples that pro-

fessionals could relate to were needed:
| can't relate to your probabilities. | work in an office and the
worst thing that is going to happen to me is hypertension and | have
a heart attack.

If they doubled the exposure from those CRT terminals. |If it radi-
ated more stuff, that's in an office.

| couldn't even get on the first rung of the ladder. It's zero.
I might have a problem getting to and from work; that's a problem.

| did have a little difficulty identifying, say, with the sky diving,
for example, or with drunk driving.

The older group of participants had the most difficulty understanding the

exercise. They indicated more text around the ladder would clarify the task:

Question: Does anyone have any reaction to the risk-ladder card?
Did you find it helpful, confusing?

Confusing.

| just didn't understand it. A graph like that says nothing to me.

You have to put it in words in a paragraph.
Finally, some participants suggested ways to reword the question to make it
clearer. The comments indicated our question had to provide more specific

details on the situation they were evaluating:
It might have helped us if you said "premature'" before "death."

What about age. Some people might not care if it means they are
going to live to 70-75.

Whether it's an actual exposure to hazardous waste or what is your
potential of being exposed to hazardous waste. If you have an
actual chemical spill in your town, that's different than what you
think your chances are of being exposed.

Participants' suggestions were taken into account to construct a ladder for

the final version of the survey that is quite different from that used in the
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focus groups. Each segment of the ladder is a different color to show more
clearly the breaks that signify changes from one probability level to another.
. The events are no longer listed on two sides of the ladder but down the mid-
dle. Risks of death from more common professional occupations are included,
such as insurance agent, engineer, or banker. Probabilities of each event
have been included, not in fraction form but as the number of persons out of
100,000 who will die every year. An uncolored copy (reduced in size) of the
ladder is included as Figure 8-10.

In addition, the survey script explaining the ladder is much more explic-
it. It points out the breaks in the ladder and what they signify, documents
the probabilities, and explains them--e.g., 11 out of every 100,000 people will
die from home accidents each year. The development of the risk ladder clearly
demonstrates the effectiveness of using focus groups to develop a contingent
valuation questionnaire. Specific, immediate feedback enabled the research

team to alter the ladder to resolve confusions.

8.7.4 Summary

Although some of the information gathered during the focus group ses-
sions could have been obtained as easily in a one-on-one pretest situation,
not all of it could. For example, in many cases the group environment stimu-
lated participants to think of and verbalize ideas they probably would not have
expressed in a one-on-one interview. In Iaddition, the focus groups conducted
in Boston allowed the questionnaire materials to be evaluated using households
comparable to those in the survey population and thus provided access to spe-
cific local details that might have affected the survey results. Furthermore,
the focus groups allowed the targeting of a specific group composed of people
from a variety of educational backgrounds and income levels that had experi-
enced a hazardous waste incident. This was particularly crucial with such a
complex topic.

The focus groups did prove less successful in one area. The transition
from the oral to a written instrument was not smooth. This was apparent in
the difficulty participants had answering the valuation question when the first
draft of the survey was administered in the last round of focus groups. This
difficulty occurred even though participants had little difficulty with the same

question in the previous round of focus groups, where a less formal presenta-
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Card 5

Risk Ladder: Comparing Annual Risks of Death

15

14
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Smoker®

Skydiver
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Shipbuilder/ T ruckdriver

Stroke

Homebuildar

Paolica Officer
Diabetes

Home Accident
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Banker/Engineer

Insurance Agent

Homa Fira

(!

Airplane

Poisoning

Flood

®At least one pack per day.

2,000 of 100,000

300 of 100,000

200 of 100,000

99 of 100,000

77 of 100,000

47 of 100,000

22 of 100,000
15.1 of 100,000
11 of 100,000

6 of 100,000

4 of 100,000
2.8 of 100,000

0.8 of 100,000
0.6 of 100,000

.05 of 100,000

Figure 8-10. Final version of risk ladder incorporating suggestions
from participants.
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tion was used. Therefore, whereas focus groups are extremely valuable in
the testing of ideas and techniques and in constructing a first draft of a sur-
vey questionnaire, they will not serve as a substitute for a pretest.

Finally, although the advantage of hindsight now suggests, perhaps, that
some of the 19 sessions conducted during this research could have been elimi-
nated by additional planning, the experimental nature of using focus groups
in a major contingent valuation survey questionnaire development effort and
the desire to learn as much as possible about how people feel, think, and talk
about risks from hazardous wastes were compelling reasons to conduct a large--

rather than an optimal (i.e., smaller)--number of sessions.
8.8 PRETEST OF CONTINGENT VALUATION SURVEY QUESTIONNAIRE

After a draft version of the survey questionnaire was administered during
the final round of focus groups, the comments of the focus group partici-
pants--both on content and on presentation of information--were analyzed and
then incorporated into a second draft. However, although it was judged to
have the appropriate structure, sequencing, content, and presentation, this
draft was not considered ready for data collection because it had not been
administered under actual field conditions. To minimize the occurrence of un-
expected problems during data collection, therefore, we elected to conduct a
pretest of the questionnaire using trained interviewers and a number of pretest
interviews.

To prepare for the fieldtest, or pretest, two interviewers were trained
in a day-long session at the Research Triangle Institute (RTI) in Research
Triangle Park, North Carolina. Subsequently, one of these interviewers, who
later supervised the data collection on a day-to-day basis in the field, trained
two professional interviewers in the Boston area to help collect the fieldtest
data. For the pretest, a total of four interviewers completed 45 interviews in
two locations: suburban Boston, Massachusetts, and the Research Triangle
area of North Carolina. The latter area was chosen to take advantage of the
services of an interviewer who had prior contingent valuation survey experi-
ence and who had demonstrated an uncanny knack for not only identifying
trouble spots but also suggesting solutions. Nine of the interviews were com-
pleted in the Research Triangle area and 36 in suburban Boston. The inter-

views were divided about equally between the direct question and ranking ver-
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sions. The interviewers used no specific criteria to select respondents,
although the project team did request that they interview respondents from
several socioeconomic groups.

To evaluate the effectiveness of the questionnaire, the project team con-
ducted two half-day debriefing sessions with the interviewers at each location.
The completed questionnaires also were analyzed for general consistency in
responses. The outcome of these efforts was that the questionnaire generally
was on the right track but that several trouble spots needed improvement.
Generally, the interviewers were able to identify these areas and to indicate
the kinds of problems either they or the respondents had experienced. Thus,
the insights obtained from the pretest dealt almost exclusively with the work-
ability of the questionnaire. The pretest samples were too small and nonrandom
to yield any insights into the potential variances in willingness to pay amounts
in the actual survey. In contrast, Mitchell and Carson [1984] found that their
willingness-to-pay bids from a 100-interview pretest had variances almost iden-
tical to these in their full survey of 800. Information about variances is criti-
cal for judging the adequacy of the statistical power for the planned sample
size but was beyond the capability of our pretest.

The pretest suggested that the main trouble spots in the questionnaire
involved the overall language and the explanations at certain points. Specific-
ally, the pretest questionnaire sounded toco much like an interviewer reading
and not enough like an interviewer talking. It simply was too formal and not
conversational. To illustrate the value of the pretest in making this point,
the following excerpts compare the pretest version with the final questionnaire.
However, it should be noted that the final version reflects the efforts from
other revisions, including those from the videotaped interviews and suggestions
from outside reviewers:

Pretest version

Throughout life there are chances that people may die from many

different causes. Every day of our lives there is a chance that we

may die from some accident on the job, at home, or somewhere else.

There is also the chance that we may die from some long-term illness

or disease or we may die suddenly from some health problem. On

the other hand, there is a chance that we may fully live out our

lives and die of natural causes. Some common risks of death are
shown on this risk ladder (see Figure 8-10).
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Final version

Throughout our lives there are many different risks of dying.
There is a risk or chance we may die from an accident or some long-
term illness, or we may die suddenly from some health problem.

The pretest experiences also indicated several problems in the introduction
to the risk ladder. Specifically, the example used to illustrate how the
respondent was to use the ladder was misleading and the importance of the

different sections was not emphasized:

Pretest version

The ladder will help you compare different risks of death. Notice
that the ladder is divided into six sections to show that the differ-
ences in risk levels are quite large between sections. Each section
shows the relative sizes of the risks of dying during any year of a
person's lifetime based on national averages. Beside each cause of
death there are figures that show the number of people who die each
year from that cause. For example, the risks to stuntmen show that
in any vyear 2,000 out of every 100,000 stuntmen will die from an
accident on the job.

Final version

This ladder shows the different risks of dying associated with a
variety of common activities, including accidents, habits, hobbies,
illnesses, natural disasters, and job accidents. The numbers on
the right show the risks for each of the activities listed., The lad-
der displays these risks from low to high so you can easily compare
them. The two types of risks shown and those based on some of
the people and those based on all of the people in the United States.
For example, numbers shown for occupations, skydiver, and smoker
are based only on people in these activities. This means, for in-
stance, that during the next year 47 of every 100,000 homebuilders
in the United States will die from an on-the-job accident. However,
the numbers shown for the remaining risks are based on averages
for all people in the United States. This means, for instance, that
during the next year, 77 out of 100,000 people in this country will
die from a stroke. Notice also that there are breaks between the
five parts of the ladder to show that the difference in risk levels is
quite large between each part.*

The explanation of the risk circles was the area most frequently recom-
mended for major revisions. Interviewers found the explanation in the pretest

version both redundant and confusing:

*Another important change was also made in response to suggestions from
A. L. Nichols and several other reviewers from the U.S. Environmental Protec-
tion Agency (EPA). They suggested that all risks, except for the occupational
risks, be put on a consistent basis. The pretest version had some risks that
applied only to people who presently experienced the health condition.
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Pretest version

Another way of thinking about hazardous wastes as involving risk
is with this card (HAND RESPONDENT HAZARDOUS WASTE RISKS
CARD A, WITHOUT DOLLAR AMOUNT). It uses circles to stand
for two types of hazardous waste risk that we want you to think
about: the first circle, which shows the risk or chance that you
(or a member of your household) would be exposed to hazardous
wastes. By exposed, | mean touching, breathing, eating, or drink-
ing a large enough amount of a hazardous waste over a period of
time so that it could harm the health of whoever is exposed. Expo-
sure through the pathways we have discussed could be a brief, one-
time exposure, or it could be over months or years. The importance
of the second circle is that even if a person is exposed, there is
another and different risk or chance that he would develop a health
problem and die. With many of the kinds of health problems that
could be caused by hazardous wastes, it might be 10 to 30 years
before a person would know that he was seriously ill and die. The
third circle combines the two types of risks into risks to a person.

Final version

Another way to think about hazardous wastes and risk is with this
card. It uses circles to stand for two different kinds of risks we
face from hazardous waste.

Pretest version

The middle circle on Card A stands for the second type of hazardous
waste risk--the chance of a harmful health effect after being ex-
posed. This risk means that even if you are exposed, there is a
chance, not a certainty, that you will be harmed. For example, if
one person catches a cold at home or at work, everyone around will
not get sick. Some people are healthier or have better resistance.
The same idea is true for hazardous wastes. Whether or not you
are actually harmed is based on your physical makeup--your heredity
and your overall health. Looking at both of these circles, you can't
be harmed by hazardous wastes if you are never exposed to them.
You would never have to spin the pointer in the middle circle as
long as the pointer on the first circle (POINT TO FIRST CIRCLE)
never landed in the darkened area.

Final version

The importance of the middle circle is that it stands for the second,
and different, type of hazardous waste risk--the chance of dying
after being exposed. This means that even if you're exposed,
there's a separate chance--not a certainty--that you would die. For
example, some people are healthier or have better resistance.
Whether or not you're actually harmed is based upon your physical
makeup, heredity, and overall health. An important thing to remem-
ber about the first two circles is that you would never have to spin
the pointer on the second circle as long as the pointer on the first
circle never landed in the blackened area. In other words, there's
no chance you would die from the effects of hazardous wastes if
you're never exposed to them.
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The interviewers also pointed out that respondents had trouble with the tran-
sition between hypothetical scenarios. It was necessary to repeat entire sec-
tions because the respondent was unclear about the ground rules. The tran-
sition at Section G of the questionnaire (willingness to pay to avoid an increase
in risk) was especially troublesome because respondents frequently thought
their bids in the previous question also applied to this one:

Pretest version
Now let's consider a completely different situation.

Final version
Now let's consider a completely different situation. That is, your

dollar amounts and answers to previous questions are not carried
over to this one.

The pretest also confirmed the effectiveness of the focus groups in eval-
uating the visual aids used in the interview. With one exception, the payment
vehicle card, the interviewers felt like these visual aids worked well. The
payment wvehicle card subsequently was revised and the interviewers (in the
final field survey) confirmed that the changes had remedied the problems with
the payment vehicle card.

In summary, the pretest and the subsequent discussions with the inter-
viewers provided valuable information on the workability of the questionnaire.
These steps led to major revisions that clarified the exposition. They also
clearly demonstrated the importance of how a questionnaire "sounds." To be
effective, good exposition is not enough; the questionnaire also must sound
appropriate when spoken.

In addition, the project team felt that there was little difference in the
information obtained in the suburban Boston and Research Triangle area pre-
tests. That was encouraging for three reasons: First, the local pretest was
less expensive than the onsite pretest because there were no travel costs for
training or debriefing. Second, with the interviewer working only in the local
area, it was easier for the project team to communicate on a more freguent
basis. Third, the lack of any significant ‘differences also implied that the vid-
eotape interviews could be done in the local area at considerable cost savings
with probably only minor losses in information.

Finally, caution is required in drawing a general conclusion from our ex-

perience that a local pretest can substitute for one conducted at the actual
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survey location. One difficulty is that although the context of our hazardous
waste valuation scenario was for a specific site, the actual location could have
applied to any town. The critical question to be answered is whether there
are any reasons to expect that respondents in different areas would react dif-
ferently to the framing of the questionnaire. This does not suggest that they
would necessarily have the same willingness to pay. Indeed, we would expect
differences based on income and other relevant explanatory variables. How-
ever, it does imply that the same behavioral model applied -to two populations
would fit each equally well. Even with hindsight, it would seem desirable to
perform the onsite pretest because it provided relatively low cost insurance for

avoiding major problems in the actual survey.
8.9 VIDEOTAPED INTERVIEWS

To supplement the field pretest, ten one-on-one videotaped interviews
were also conducted with members of the RTI staff. As the final stage of the
questionnaire development process, these videotaped interviews provided infor-
mation necessary to evaluate additional aspects of the final questionnaire's
workability. They were especially helpful in identifying the wvarious verbal
and visual cues that respondents used to develop their answers to specific
questions.

In evaluating whether or not the questionnaire "worked," the videotaped
interview sessions focused on five key elements:

. The respondent's perceptions of the questionnaire's framing--
e.g., the hypothetical commodity and the payment vehicle.

The usefulness of the visual materials as aids in the framing
process.

. The effectiveness of the risk circles in communicating very small
probabilities.

The logical progression of the questionnaire.
. The sound of the questionnaire's language.

Ten separate interviews were videotaped with RTI employees in a conference
room at the Institute. The employees included two maintenance workers, two
data entry workers, a mid-level statistician, an electrician, a painter, a car-

penter, and two secretaries. The interviews were divided equally between
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men and women. Respondents also were chosen to represent a wide range of
ages and educational levels.

The videotape camera was placed in one location and operated automatically
eliminating the need for a camera operator. One project team member observed
the session while another conducted both the interview and the subsequent
discussion. It was explained that the purpose of the session was to evaluate
the questionnaire, that there were no right or wrong answers, and that parti-
cipants were to respond the same as if they were in their.own living rooms.
No one-way mirrors were used to conceal the observer. However, the partici-
pants seemed unaffected by the presence of the observer or the camera after
the initial explanation of the purposes of the session.

Although it is difficult to isolate the specific changes that resulted exclu-
sively from the videotape sessions, several general conclusions can be high-
lighted from the videotapings based both on the observations of the interviews
and on the discussions with respondents. For example, in their explanations
of how they formed their willingness to pay bids, almost all respondents men-
tioned one key feature: their monthly income and their present expenses.
The respondents clearly used this as their common anchoring point. Although
the bids varied quite substantially, the first thing each person mentioned in
describing his thought process was his budget constraint. |t seemed that the
use of monthly amounts rather than annual amounts made it easier for him to
consider his budget constraint. If the budget constraint as the primary
anchor were common to contingent valuation surveys, it may help to explain,
at least in part, why respondents have shown considerable difficulty in devel-
oping their willingness to accept bids (see Knetsch and Sinden [1984], Meyer
[1979], and Rowe, d'Arge, and Brookshire [1980]). In the willingness-to-
accept case, they lose the common anchor on which they rely in the willing-
ness-to-pay case. Of course, the difficulty may also in part be due to an
unwillingness to be morally responsible for accepting a payment for degradation
of the environment (see Kahneman [1984]).

The discussions in the videotape sessions alsc focused on the adequacy of
the framing for the hypothetical commodity, reductions in the risk of exposure
to hazardous wastes. In particular, the respondents were asked about how

they used the circle cards in relation to the various hypothetical scenarios.
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Some described using the visual relationships between circles, while others
said that they felt more comfortable with the numerical expressions--a finding
consistent with our focus group experience. They understood the link between
the changes in the risks and the proposed regulations in the hypothetical sce-
nario. Some focused on the exposure circles while others used changes in
the combined circle in forming their bid. The majority indicated that the three
separate circles communicated the relationships between exposure, their own
heredity, and the risk of death. The videotape sessions reinforced the earlier
judgment that how the respondents responded to the probability information
will be one of the central questions to be evaluated in the empirical analysis.

Another important use of the videotape sessions was to evaluate the feas-
ibility of using the risk circles to communicate the low probability parts of
the experimental design. |In response to suggestions from reviewers, the ex-
perimental design was expanded to include two additional direct question ver-
sions of the questionnaire. One new version had combined risks of exposure
and death ranging from 1/30,000 to 1/150,000 and the other, risks ranged from
1/60,000 to 1/300,000. These probabilities were 100 times smaller than the
risk levels that previously had been evaluated with the risk circles. About
half of the total videotape sessions consisted of the lower probability cases.
The general conclusion was that the respondents seemed to be able to use the
risk circles equally well to see the reductions due to the regulations. In ef-
fect, the videotape sessions provided low-cost insurance that the additional
design points were workable before more resources were committed to collect
data from these additional designs.

The videotape sessions also indicated that the improved introduction to
the risk ladder (noted in Section 8.6) made it easier for respondents to use
the ladder in expressing their perceived risk of dying from wvarious causes,
including exposure to hazardous wastes. The respondent descriptions of how
they used the ladder reinforced the focus group finding that some preferred
the numerical expressions while others used the various anchors of other types
of risk. Each of the different kinds of risks--job risks, health risks, risks
from different activities, and risks from natural hazards--was mentioned by
respondents in their descriptions of how they used the ladder.

The videotape sessions helped to evaluate another important aspect of a

workable questionnaire--its logical progression. |In the followup discussions,

8-45



respondents indicated that they felt comfortable with the order of both informa-
tion and questions. They pointed out the importance of the order of informa-
tion on Card 1 that related hazardous wastes and common products. Almost
every person cited some part of this information in their explanation of how
the questionnaire oriented them in thinking about hazardous wastes. They
also felt that the sequence of the risk discussion using the circle card, fol-
lowed by the payment vehicle and then the hypothetical situation seemed
straightforward. Several noted that the explanations were longer than they
needed (e.g., the circle cards) but others felt that the additional information
helped them.

Finally, the videotape sessions afforded the opportunity to listen to the
questionnaire to evaluate its sound. After the pretest, the interviewers had
stressed the importance of having the questionnaire sound like an interviewer
talking and not simply reading. By observing and listening to the session it
was easy to evaluate the sound of different questionnaire sections as they were
administered. The videotape also enabled the team member conducting the
interview to replay these same sections and elicit the respondent comments on
what caused a puzzled expression or some other kind of response. In listening
to the interview, some words or vagueness had a jarring effect and prompted
the search for simple and/or more concrete words to replace technical or vague
language. The repetition of interviews by a team member also led to improved
interviewer instructions on how to use the visual aids to make the question-
naire more interactive.

8.10 THE QUESTIONNAIRE DEVELOPMENT PROCESS: REFLECTIONS

AND SUGGESTIONS FOR IMPROVEMENT

While the actual process of developing the questionnaire evolved over a
period of about 1 year and had to respond to other objectives besides the pri-
mary one, the passage of time, the advantages of hindsight, and some missteps
have all yielded some useful impressions about the overall process. Generally,
focus groups, field pretests, and the videotaped interviews should be viewed
as complements rather than substitutes. Each seemed to offer some advantages
relative to the other but there were also some disadvantages. The focus
groups were especially effective in getting a general sense of people's knowl-

edge and perceptions of hazardous wastes. This was especially useful for this
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application, since very little information was available in the literature on how
to meaningfully present hazardous waste risks in a household survey.* On
the other hand, the pretest was a better indicator of trouble spots in the
questionnaire due to either logic or language. The pretest also focused atten-
tion on the administration of the questionnaire and the importance of the ver-
balized form or "sound" of each question. The videotape sessions proved very
effective in evaluating whether or not revisions aided either "sound" or work-
ability. Both the focus groups and videotape sessions were- excellent for get-
ting people to explain their thought processes and for determining the effec-
tiveness of the visual materials in aiding the information processing. In addi-
tion, caution is required in using the pretest for the purpose of knowing what
the respondent was thinking. This information came from experienced observ-
ers (the interviewers) rather than the respondent. This shortcoming can be
minimized by encouraging the interviewers to seek out the respondent's reac-
tions rather than relying exclusively on their impressions, but the possibility
of inaccurate filtering still remains. '

The complementary nature of focus groups, pretests, and videotaping
implies that a blend of the three can be every effective tools in dealing with
complex environmental commodities. However, better integration likely would
enhance their complementarity. After the first two rounds of focus groups,
additional time to prepare a written draft of the questionnaire likely would have
permitted the more rapid development of a final questionnaire. Using an early
draft questionnaire in several videotape sessions perhaps could have replaced
at least one round of focus groups. This change would have shortened the
time involved in planning and the logistics of focus group sessions and allowed
more time for the team to work on the guestionnaire itself. The videotape ses-
sions, supplemented by simply reading the questionnaire into a tape recorder
as revisions are attempted, likely would have enhanced the way the pretest
version sounded.

Following the videotaping and subsequent revisions, a round of focus

groups to administer the draft questionnaire to participants from the survey

*Recall the earlier study (Burness et al. [1983]) treated the problem as
one of valuing a regulation with general uncertainty as to the exact nature of
hazardous waste risks.
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area would provide valuable feedback on the respondents thought processes
as well as the effectiveness of the questionnaire and visual aids. However,
the cost differential between local and onsite pretesting could be kept relatively
small by foregoing in-person training and debriefing. Both activities could
be done by telephone supplemented with programmed training. These two sub-
stitutions could enable pretests both onsite and locally for about the same cost
as one full-scale onsite effort with expensive personal training. However, the
in-person training supplemented with practice interviews and intensive discus-
sions proved critical to the success of our actual field survey, since the cost
of mistakes could have been much higher.

In summary, the process of questionnaire development could have been
enhanced by better integration of focus groups, pretests, and videotape inter-
views. Focus groups seem to diminish in effectiveness after two or three ses-
sions. They are most useful with longer periods of time between sessions and
a corresponding larger amount of time for better formalizing ideas. The soconer
a written draft can be prepared the better. Speaking rather than reading
even early versions makes a major difference in the way they sound. Video-
taping is a fast, relatively inexpensive way to explore how the respondents
are using different parts of the questionnaire. Finally, field pretests are still
useful in simulating actual field conditions.
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CHAPTER 9

SAMPLING PLAN AND SURVEY PROCEDURES

9.1 INTRODUCTION

This chapter summarizes the sampling plan and the survey procedures
used to gather the information required by the experimental design. Specific-
ally, Section 9.2 defines the target population, Section 9.3 gives a brief over-
view of the sampling plan and its relationship to the experimental design, and
Section 9.4 describes how the survey questionnaire was administered to the
target population, including discussions of interviewer training, quality control,
data collection, and interviewer debriefing procedures. Section 9.5 concludes

the chapter with a brief summary of its main points.
9.2 THE TARGET POPULATION

As noted in Chapter 6, the experimental design for the survey called for
approximately 600 completed interviews with economic decisionmakers in house-
holds in suburban Boston--specifically, the Boston, Massachusetts, standard
metropolitan statistical area (SMSA), exclusive of the City of Boston. Figure 9-
1 shows this target geographic area and indicates, in the shaded portions, the
location of the areas eventually selected for the survey interviews that composed
the sample.

The experimental design required that all survey respondents be economic
decisionmakers, not just a randomly selected member of the household. There-
fore, the target population actually consisted only of persons who made primary
economic decisions for groups of household members residing in the target geo-
graphic area. These groups of household members, called economic reporting
units, consisted of the members of a household who act as a single economic
entity to make expenditures in three categories--food, housing, and other ex-
penses. Representing these groups of household members (or economic re-

porting units), the economic decisionmaker was the single individual most re-
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sponsible for deciding how, when, and from whom to buy goods in these three
categories. This target population was selected as the group most relevant to
the overall project objective of estimating the benefits of the risk reductions
that accompany hazardous waste management regulations.

Whenever field interviewers could not identify a single individual decision-
maker for an economic reporting unit, they used a random number list to select
one at random. In addition, while the household itself comprised the economic
reporting unit for most of the sample, this was not the case for all households in
the sample. For example, the project team considered all related members of a
household to comprise a single economic reporting unit, classifying household
members not related to anyone else in the household as separate economic
reporting units.

9.3 THE SAMPLING PLAN

This section briefly describes this sampling plan and how and why it
evolved as it did. It considers, first, the overall two-stage sample design and,
second, the role of the experimental design.

9.3.1 Overview

Drawing on the interview completion rates from in-person surveys of simi-
lar size and scope, a stratified, two-stage sampling plan was designed to select
enough eligible and willing respondents to achieve the goal of approximately 600
in-person interviews required by the experimental design. The first stage, or
primary sample, was composed of 100 U.S. Census blocks or block clusters
selected from two geographic strata--the town of Acton, Massachusetts, and the
balance of the suburban Boston area, exclusive of the city of Boston. To
accommodate the experimental design and the population distribution in the
target geographic area, 20 of these Census blocks/block clusters were selected
from Acton, and 80 were selected from the remaining portion of the suburban
Boston area.

We had two interrelated reasons for selecting so many Census block/block
clusters in the Town of Acton. First, the town had recently experienced a
number of incidents involving hazardous wastes, including a contamination of
two municipal drinking water wells, that resulted in a substantial amount of

information about hazardous wastes being disseminated in the community. (See
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Chapter 10 for a more detailed discussion of hazardous wastes and Acton.)
Because this information could have an important impact on people's valuations
of risk reductions, we oversampled the population in Acton so we could compare
the valuations of Acton residents with those of the rest of the target population.
Second, oversampling in Acton also helped us meet the objective of comparing
the results of our study and those of Harrison [1984]. Specifically, because
Harrison [1984] used a hedonic property value model (discussed in detail in
Chapter 15) and two other methods (i.e., a risk assessment. and an analysis of
averting costs) to develop policy analyses of alternative regulations of the
disposal of hazardous wastes, including estimates of the benefits for avoiding
exposure to hazardous wastes for homeowners in the Town of Acton,| our
oversampling of Acton residents will allow us to compare our survey estimates
with Harrison's.

The second stage, or secondary sample, was derived from the U.S. Cenhsus
blocks/block clusters in the first-stage sample by first listing and then
selecting specific housing units in the two target geographic strata. A total of
915 housing units were listed and selected for the second-stage sample--189
from the Acton stratum and 756 from the remaining portion of the surburban
Boston area. Sample weighting procedures--equal weights within strata, differ-
ent weights between strata--were also developed to help ensure accurate compi-
lation of data from the surveyed population. Appendix C provides more infor-
mation on the listing of housing units within the two strata, and Appendix D
contains a more detailed discussion of the first- and second-stage sampling
procedures.

9.3.2 Experimental Design Considerations

The experimental design raised three important questions for the sampling

procedures used to sample the survey's target population:

How would the design be allocated across the sample without
confounding it?

How many sample housing units would be required to achieve
the planned number of observations for each cell in each part
of the experimental design?

¢ How many sample housing units would be required to yield the
desired number of completed interviews?
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In answering the first question, the 24 versions of the questionnaire were
randomly ordered across the entire sample, and this random ordering was repli-
cated in units of 24 across the entire sample. This procedure assured that
each interviewer and each sample housing unit had an equal probability of re-
ceiving any one of the 24 versions of the questionnaire. This randomization
was selected in an attempt to reduce the potential confounding of the design
with either the sampling procedures or the procedures used to assign sampling
housing units to specific interviewers.

The answer to the second question involves a tradeoff between the ex-
pected cost of obtaining a completed interview and the number of sample hous-
ing units required to permit reasonably powerful tests of the hypotheses that
were implied by our conceptual analysis, given the elements of the experimental
design. This process also has implications for the precision of our estimates
of option price functions. Trying to anticipate the necessary sample size for
estimating the values associated with changes in hazardous waste risks is com-
plicated by the lack of previous studies and the potential for nonlinearities in
these tradeoffs. Given our uncertainty over the precise forms of some of the
functional forms and final tests for the models we estimated, and given our
desire to test a variety of hypotheses, to estimate payment (option price) func-
tions, and to realize other estimation objectives simultaneously, we did not at-
tempt to derive the sample design allocations through a constrained optimization
problem (e.g., see Conlisk and Watts [1979] and Aigner [1979]. A flexible
full-factorial design was selected for part of the direct-question design, with
separate blocks to consider the effects of low probability scenarios, and an
independent full factorial design was selected for the contingent ranking com-
ponent of the design. We allocated a somewhat larger number of observations
to the contingent ranking design points in an effort to permit (within the limits
of the budget for the survey) separate indirect utility functions to be estimated
for each design point. In all cases, however, the sample sizes exceed conven-
tional rules of thumb for testing of hypothesis concerning means and are more
than adequate (given the experimental design) for multivariate analysis.

Figure 9-2 is a matrix showing both the planned sample sizes and the
number of observations obtained for each element of the experimental design,
including direct question and contingent ranking question formats for valuing

risk reductions and two versions of the direct question format for valuing the
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of exposure Risk of death, if exposed of exposure Risk of death, if exposed
To From 110 1/20 1100 1/200 To Eidnt 1o 1/20 1/100 1/200
P A P A P A P A P A P A P A P A
125 115 22 15 22 20 — - 1125 15 23 20 23 21 - —
1150 1110 83 66 22 22 - 1150 110 82 73 23 16 - —
1/60 1120 60 47 —_ —_ — 160 1720 60 44 - - e
11150 1430 22 21 22 18 — — 11150 1730 23 22 23 13
111500 11300 - — 22 21 22 18 11500 11300 — — 23 26 |23 16
3 Although this part of the design used only the direct question format, both the ranking and direct question versions that carrespond to the Part A design are
identilied to reflect the interrelationship between bolh panis of the design.
There are lwo observations for this design point because of overlaps in Ihe probability levels in the Part A design.
P = Planned A = Actual

Figure 9-2, Matrix of planned and actual observations for each cell of the experimental design.
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avoidance of risk increases. As shown in the figure, the experimental design
generally called for 45 observations in each of the cells for the direct question
versions and 60 observations in each of the cells for the contingent ranking
versions. The final sample sizes exceeded the blanned sizes for all but the
direct question part of the design, which asked each respondent to provide
values for two separate risk changes. Because some individuals declined to
pay for the second increment, some of the direct question cells had fewer ob-
servations than were planned.

To answer the third question, i.e., to determine the number of sample
housing units required to yield the 600 completed interviews, the results of
previous surveys of similar size and scope were used to develop target inter-
view completion rates. Specifically, a sample size larger than the desired num-
ber of completed interviews was selected because past experience indicated
that interviews would probably not be obtained from every economic reporting
unit included in the sample. For example, some units would be ineligible be-
cause they were vacant; in others, the respondent would refuse to be inter-
viewed. In anticipation of not obtaining interviews for all units, therefore,
the following anticipated completion rates were used to deve[ob the sample size

required to yield at least 600 completed interviews:

. 0.92 eligible occupied housing units per prelisted unit

E 0.92 enumerated housing units per eligible occupied housing
unit

e 0.75 interviewed economic reporting units per selected economic

reporting unit. -

Table 9-1 shows the sample sizes developed for the two target strata using

these interview completion rates.

TABLE 9-1. SAMPLE SIZES

Completed Sample
Strata interviews required housing units
Acton 120 189
Balance of suburban Boston 480 756
Total 600 945

=-'Compute-cl as completed interviews/(0.92)(0.92)(0.75).
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9.4 SURVEY ADMINISTRATION

Once the target population had been identified and an appropriate sample
had been scientifically selected, a set of survey procedures was designed to
fulfill the sampling protocol and to attempt to minimize problems stemming from
the administration of the questionnaire. These procedures provided for the
use of experienced professional interviewers, intensive in-person training of
the interviewers, and close supervision of the entire data collection effort.
In addition, to conclude the survey administration effort, the team also con-
ducted an in-person session to debrief the interviewers about data collection.
This section describes the training methods, highlights the quality control pro-
cedures, summarizes the outcome of the data collection, and concludes with a

review of the information provided by the interviewers in the debriefing.

9.4.1 Interviewer Training

Because interviewer training had played such a critical role in earlier
contingent valuation surveys (e.g., see Desvousges, Smith, and McGivney
[1983]) and because of the complex nature of the hazardous waste question-
naire, the project team developed a detailed training agenda. This agenda
consisted of preparing a comprehensive manual tailored to the questionnaire, a
home study of the manual, a 2%-day training session, and four to six practice
interviews accompanied by intensive debriefing. All five of these elements
played an important part in helping the interviewers understand not only what
they were supposed to do, but why they were doing it.

The interviewer training manual consisted of eight chapters. Topics in-
cluded a description of the overall research objectives, the sampling protocol,
procedures for securing the interview, general questionnaire administration,
question-by-question specifications with detailed explanations and examples,
and general administrative procedures. Interviewers studied the manual prior
to the training session and referred to it throughout the data collection.

The in-person training session covered topics ranging from enumerating
the household to using the visual aids to represent risk. Figure 9-3 presents
the agenda for the training session. During the session, the project team
stressed the importance of developing a thorough understanding of the logic

of the questionnaire and, therefore, carefully explained the rationale for each



Contingent Valuation Survey to
Estimate Benefits of

Hazardous Waste Management Regulations

Field Interviewer Training Agenda
March 19 - 21, 1984

Monday
March 19, 1984

8:30 a.m.
8:45 a.m.
9:00 a.m.

9:45 a.m.
10:00 a.m.

10:45 a.m.

12:00 p.m.
1:00 p.m.

2:15 p.m.

3:15 p.m.
3:30 p.m.

5:00 p.m.

Tuesday
March 20, 1984

8:30 a.m.
9:15 a.m.

10:00 a.m.
10:15 a.m.

Introduction of Trainers, Trainees, and Observers
Review of Training Agenda

Background and Purpose of the Regulatory
Benefits Survey

Break

The Benefits Questionnaire
e Qverview of major sections
e Versions and variations
e Visual aids

Demonstration Interview (A simple simulated
interview designed to illustrate administration
of the direct question version D111)

Lunch

Mock Interview #1 (The trainees will be divided
into two groups to expedite interviewing through
all sections of version D711)

Discussion of Mock Interview #1

Break

Mock interview #2 (The trainees will be divided
into two groups to expedite round-robin
interviewing of version D824)

Adjourn for the Day

Discussion of Mock Interview #2

Demonstration interview of the ranking
version R111 (ranking section only)

Break

Mock Interview #3 (The trainees will be divided
into two groups for round-robin interviewing
of the ranking section only of version R213)

Kirk Pate
Kirk Pate

Bill Desvousges

Kirk Pate

Kirk Pate
Bill Desvousges

Trainers
Trainees

Full Group
Discussion

Trainers
Trainees

Group Discussion

Kirk Pate
Bill Desvousges

Trainers
Trainees

Figure 9-3. Interviewer training agenda.
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Contingent Valuation Survey to
Estimate Benefits of

Hazardous Waste Management Regulations (continued)

Field Interviewer Training Agenda
March 19 - 21, 1984

Tuesday

March 20, 1984 (continued)

- 11:00 a.m.
12:00 noon
1:00 p.m.

1:30 p.m.
1:45 p.m.
2:30 p.m.

3:00 p.m.
3:15 p.m.
4:30 p.m.

4:45 p.m.
5:00 p.m.

Wednesday
March 21, 1984

9:00 a.m.

10:15 a.m.
10:30 a.m.

1:00 p.m.

Discussion of Mock Interview #3
Lunch

Mock Interview #4 (ranking section only of
version R424)

Discussion of Mock Interview #4
Locating Sample Segments and Housing Units

Completing the Household Control Form

e Record of contacts
Enumeration and reporting unit formation
Reporting unit selection
Eligibility rules for interview respondents
Sample individual selection

Break
Continue Topic
Quality Control Procedures
¢ Field editing
e Telephone review of first administration
e Observations
e Validations
Pass out Assignments

Adjourn for the Day

Administrative Procedures

e Completion of Interviewer Production, Time
and Expense Report

e Preparation of assignments

e Reassignment procedures

¢ Visual aids and questionnaire supply
and replacement

e Disposition of completed questionnaire
and household control forms

e Disposition of administration forms

e Scheduled weekly telephone reports

Break

Final Discussion, Clarification and Wrap-up

Adjourn

Group Discussion

Bill Desvousges

Group Discussion
Annette Born

Kirk Pate
Annette Born

Kirk Pate
Annette Born

Kirk Pate
Annette Born

Kirk Pate
Annette Born

Figure 9-3. Interviewer training agenda (continued).
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element in the hypothetical market. Following this review, the project team
divided the interviewers into small groups and conducted mock interviews with
both the ranking and direct question versions of the questionnaire. The ses-
sion continued with the interviewers administering the questionnaire at home
and again with team members.

The final element in the training, full-scale practice interviews, proved
very successful. The interviewers conducted four to six practice interviews
with respondents. A member of the project team and the field supervisor ob-
served the first practice interviews and reviewed them with the interviewers.
These same project team members critiqued the final practice interviews on a
question-by-question basis in telephone conversations with each interviewer.
At the end of these sessions, the interviewers were familiar with both the logic

and purpose of each section of the questionnaire.

9.4.2 Quality Control Procedures

The field supervisor monitored all field activities on a daily basis. The
monitoring consisted of both telephone conversations and in-person review
supervision. Interviewers discussed problem cases as they arose and reported
the status of each case on a weekly basis to the field supervisor. The field
supervisor transmitted an updated computer file to the project team each week
for review.

During the data collection, two problems arose which required additional
discussion. First, the interviewers experienced unexpected problems in ob-
taining an enumeration of respondents. These difficulties stemmed from the
fact that a substantial number of the sample housing units were in limited
access apartments and from the fact that many professional persons were not
at home even after five attempts to interview them at various times of the day
and night. Second, the sample contained at least 30 respondents who did not
understand English. (The majority were Portuguese.) The language barrier
problem proved impossible to solve without expensive (and of uncertain value)
translations of the questionnaire. However, a certified mailing with a letter
providing a strong appeal for cooperation signed by each interviewer proved
a very cost-effective way of gaining access to difficult-to-reach respondents.
Indeed, had the mailing been attempted sooner in the data collection period,

it is likely that the interviewers could have reduced the number of "no re-
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spondent at home" because several of the interviewers had not mailed all their
letters.

The final quality control measure consisted of telephone verification of a
randomly selected sample of the interviews. These calls all indicated that the
interviewer has completed the interviews with the respondent and that certain

selected items were accurately recorded.

9.4.3 Data Collection Summary

The data collection yielded 609 completed interviews from a total sample
of 953 sample housing units. The sample size increased over the earlier figure
cited above because of the addition of eight housing units that were missed in
the counting and listing activity. The household enumeration was the first
element of the data collection. Enumeration consisted of listing the names and
ages of the household members, determining the economic reporting units within
the household, and randomly selecting an economic decisionmaker (as defined
earlier) from the reporting unit. The interviewer attempted the initial contacts
for enumeration in-person but left notification when the respondent was not
home.

Table 9-2 summarizes the status of the household enumerations. Inter-
viewers successfully enumerated the household for slightly more than 75 per-
cent of the sample housing units. Respondents refused to be enumerated in
11 percent of the households, while no one was home in about 5 percent of
the households. A sizable percentage of the refusals gave "illness" or '"too
elderly" as the reason they refused. The remaining nonenumerated households
consisted of vacant units, nonhousing units, respondents with language barri-
ers, respondents on vacation, and respondents with a physical or mental limi-
tation. These latter 15 respondents did not refuse to be enumerated but were
incapable of providing the information.

The final stage of the data collection consisted of the interview stage.
Table 9-3 provides the summary of outcomes for this stage. Interviewers ob-
tained fully completed interviews for 609 (84.58 percent) of the 720 successfully
enumerated housing units. Only three interviews were not completed after
initiation. This statistic is encouraging because it suggests that the inter-
viewers were effective in communicating the material. It also suggests that

few respondents found the interview (which lasted an average of 53 minutes)
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TABLE 9-2. ENUMERATION RESULTS

Desvousges, Smith, and

Present study and McGivney [1983]
Result at the household Percentage Percentage of
Result code enumeration stage Number of sample Number of sample |
1 Successfully enumerated 720 75.55 347 87.41
2 No enumeration eligible home 49 5.14 9 2.27
A3 Household absent during study 4 0.43 = =
period
4 Enumeration respondent refused 105 11.02 17 4.28
5 Language barrier 23 2.41 = =
6 Vacant housing unit 22 2.31 18 4.53
7 Not a housing unit 15 1.57 3 0.76
8 Mentally/physically incapable s 1..57 3 0.76
Number of sample housing units 953 100% 397 100.00°

*Total may not add to 100 percent due to rounding.
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TABLE 9-3. INTERVIEW RESULTS

Desvousges, Smith,

Present study and McGivney [1983]
Percentage of Percentage of

enumerated enumerated

Result at the housing housing
Result code interview stage Number units Number units
20 Fully completed interviews 609 84.58 303 87.32
22 Partially completed interviews 3 0.42 2 0.58
23 Sample individual not at home 21 2.92 14 4.03
24 Sample individual refused 69 9.58 24 6.92
25 Language barrier 7 0.97 1 0.29
26 Mentally/physically incapable _n 1.53 3 0.86

Enumerated housing units 720 100% 347 100.00




either too difficult or disconcerting that they failed to complete it. The re-
fusal rate was a relatively modest 9.58 percent, which was also encouraging,
indicating that respondents were not discouraged by the subject area. The
remaining 39 cases consisted of incompletions because respondents were not at
home or because the respondents had language barriers or physical or mental
limitations.

The project team computed two different rates to express the results of
the field data collection process: an enumeration rate and an interview rate.
Each rate may be calculated in two ways, depending upon how eligibility for
the survey is defined. In the strictest sense, ineligible housing units included
only those that were occupied by persons who were temporarily absent for the
study period, those that were vacant, or those that were discovered not to
be housing units at all (for example, demolished or used as a business). In
the less strict sense, ineligible housing units also included those that occupied
by non-English-speaking persons or by persons who were physically or mentally
incapable of providing meaningful responses.

In the strict sense, the enumeration rate was computed as follows: num-
ber of enumerated housing units divided by sample size minus result codes 3,
6, and 7:

%‘.12—2 = 78.95 percent .

In the strict sense, the interview rate among successfully enumerated housing
units was computed as follows: number of completed interviews divided by
number of enumerated housing units:

609

50 - 84.5 percent .

In the less strict sense, the enumeration rate was computed as follows: num-
ber of enumerated housing units divided by sample size minus result codes 3,
5, 6, 7and 8:

—;%% = 82.3 percent .

In the less strict sense, the interview rate among successfully enumerated
housing units was computed as follows: number of completed interviews divided
by number of enumerated housing units minus result codes 25 and 26:
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% = 86.75 percent .

In summary, then, completed interviews were obtained from 66.78 percent
of all eligible sampling housing units under the most conservative definitions.
Under more generous but realistic assumptions, 71.46 percent of the sample
housing units yielded completed interviews.

9.4.4 Comparison With Other Contingent Valuation Studies

This section compares the results of our fieldwork with those of two other
contingent valuation studies--Desvousges, Smith, and McGivney [1983] and
Mitchell and Carson [1984]. These studies were selected because they both
elicited valuations of water quality changes, which we would expect to be an
"easier" commodity for the respondent to understand, and because both pro-
vided sufficient documentation of the fieldwork--in their respective reports--to
enable the comparison.

Table 9-2 summarizes the fieldwork results from the present study and
from the Desvousges, Smith, and McGivney [1983] study. As shown in Table
9-2, the water quality study has substantially more (12 percent) successfully
enumerated households than our study. The difference can be attributed to
higher rates of "not at homes" and refusals in our present study. However,
differences at the enumeration stage also likely reflect the difference in atti-
tude toward household surveys in the two areas (Pittsburgh versus suburban
Boston) or, more simply, the differences between the time periods--1981 versus
1984--during which the two studies were conducted. Finally, our interviewers
did encounter more apartment buildings with limited access in the Boston area.*

For additional perspective on the final disposition of our sample, Table
9-4 gives the disposition of the national sample in the Mitchell-Carson [1984]
survey of individuals' willingness to pay for improving the nation's water qual-

ity. In reaching their 1,042 eligible respondents, they encountered 409 indi-

*Conversations with interviewers also suggest that the Pittsburgh inter-
viewers were very effective at using people's concern over water issues as a
way of getting a foot in the door. Boston interviewers did not have any com-
parable comments about hazardous wastes. Alternatively, the suburban Boston
residents had experienced several other surveys prior to our survey, including
one on environmental issues. Area residents could simply have become weary
with surveys.



TABLE 9-4. ENUMERATION RESULTS--MITCHELL-CARSON [1984]

Result at the household Percentage of
enumeration stage Number sample

Successfully enumerated 1,042 51.20

No enumeration eligible home 454 22.31

Listing areas not assigned 33 1.62

Enumeration respondent refused® 383 ‘ 18.82

Language barrier 26 1.28

Macant housing unit 83 4.08

No information 14 0.69
Number of sample housing units 2,035 100.00%

Source: Mitchell and Carson [1984].

% ncludes 27 respondents classified as too busy to give enumeration infor-
mation.
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viduals out of a total sample of 2,035 (20 percent) who either refused or were
unable to complete the screening questions. In addition, 487 households were
not contacted because no one was home when the interviewer called, and no
information was obtained from 14 of the sample households due to administrative
reasons. Summing these numbers gives a total of 993 households, or 48 per-
cent of the total, that could not be screened for eligibility. By contrast,
about 25 percent of our households did not provide enumeration information.
Comparing refusals of enumerated households also shows that the field experi-
ence with the hazardous waste questionnaire was somewhat better. Specifically,
Mitchell and Carson [1984] had a 16-percent refusal rate while this study ex-
perienced about a 10-percent refusal rate. However, differences in field pro-
cedures and in the survey designs account, at least in part, for these differ-
ences in field results. For example, in an attempt to improve our enumeration
results, our procedures required a greater number of callbacks to complete
the household numeration. In addition, while the Mitchell and Carson sample
was drawn from households across the United States, our sample, as noted
earlier, is taken from a much smaller geographic area. Finally, the limitations
imposed on fieldwork procedures by the severe cost constraint in the Mitchell-
Carson study should also be acknowledged.*

In summary, our field experiences with the hazardous waste questionnaire
fare well when compared with those of two other recent contingent valuation
studies. And, although the Desvousges, Smith, and McGivney water quality
study did better in terms of enumerating households, our survey performed
as well at the more critical interview stage. When compared to Mitchell and
Carson's [1984] study, our present survey performed at least as well in both
stages of the fieldwork.

Finally, the data on successfully enumerated households in Table 9-5 sug-
gest several other illustrative comparisons. In particular, our survey compares
very well with the earlier Desvousges, Smith, and McGivney study in both
percentage of interviews completed and in the refusal rates. Both rates dif-

fered by less than 3 percent. Because the hazardous waste interview was

¥t should clearly be noted that these activities are costly. A budget
constraint for survey activities often requires that enumeration rates be opti-
mized subject to that constraint.



TABLE 9-5. INTERVIEW RESULTS--MITCHELL AND CARSON [1984]

Percentage of

Result at the enumerated
interview stage Number housing units
Fully completed interviews 813 78.02
Partially completed interviews = =
Sample individual not at home 33 : 3.1Z
Sample individual refused 171 16.41
Interviewed wrong respondent 11 1.06
Other 14 1.34
Enumerated housing units 1,042 100.00%

Source: Mitchell and Carson [1984].
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longer and more complex, we would have expected larger differences in these
two summary statistics if our respondents had experienced difficulty with the
subject area.

9.4.5 |Interviewer Debriefing

After the completion of the data collection,* the project team conducted a
debriefing session with the field interviewers and the field supervisor. This
session, which followed the precedent set in Desvousges, Smith, and McGivney
[1983], proved informative. One of the most encouraging dimensions of the
session was simply listening to the interviewers describe how they handled
various questions that arose during their interviews. Without exception, the
interviewers described solutions that were completely consistent with the goals
and procedures for the survey: This was not self-serving behavior on their
part because, frequently, the questions involved issues not explicitly covered
in training. Their matter-of-fact delivery reinforced with concrete examples
also suggested that their answers were rooted in experiences and not their
imagination. This impression was shared by all members of the project team
but was especially apparent to the team members who had not participated in
the earlier training sessions.

In addition, the session yielded important information about the interviews,
the questionnaire, and the training. This information ranged from general
impressions to detailed suggestions for improvements. General impressions
included the following:

L Even though it was not easy for some respondents, both ver-

sions of the questionnaire "worked." The interviewers ex-

pressed a slight preference for the ranking version as being
easier to administer.

£ The visual aids all contributed to the success of the interview.
Respondents tended to use them extensively.