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PREFACE 

The objective of this report is to provide a summary of the research com ­
pleted during the first phase of U.S. Environmental Protection Agency (EPA) 
Cooperative Agreement No. C R-811075-01 , 11 The Benefits of Hazardous Waste 
Management Regulations Using Contingent Valuation. 11 

• 

When this Cooperative Agreement was initiated August 8, 1983, several 
activities related to the research were already underway with other EPA f und­
ing. Chief among these was a project to use and evaluate focus groups in 
developing contingent valuation survey questionnaires for valuing reductions 
in the risk of ex posure to hazardous wastes. With the initiation of complemen­
tary research under the Cooperative Agreement, the scope of the focus group 
analysis was expanded to meet the specific needs of the research under the 
Cooperative Agreement. Thus, t he report submitted in December 1984, The 
Role of Focus Groups in Designing ~ Contingent Valuation Survey to Measure 
the Benefits of Hazardous Waste Management Regulations, was a joint product 
reflecting activities undertaken both under EPA Contract No. 68-01 - 6596 (Sub­
contract 700-C, Work Assignment No. C-011) and under the Cooperative Agree­
ment. A deta iled summary of the focus group activities was also prepared for 
more limited distribution under these two agreements. 

This volume is the draft interim report for the Cooperative Agreement. 
It summarizes the research activities du r ing and the findings from Phase I of 
the Agreement. Volume 11 is the appendix material to the report. In addition, 
we have also provided a third volume to supplement this report. Volume 111 
contains the 11 working papers prepared by various authors over the course 
of the research with the support of the Cooperative Agreement. Some of these 
articles will soon appear in print, but we have collected them here to ensure 
easier access. While the findings of most of these working papers have been 
integrated into this report , the papers sometimes provide more detai led treat­
ments or more extensive reviews of particular issues. However, due to b u dget 
limitations, we have been able to prepare only a few copies of Volume 111 for 
our EPA Project Officer. The reader who desires access to Volume 111 is asked 
to contact him. 

In preparing this draft report which involved the complex interaction of 
several authors and participants, it was often difficult to give all contributors 
the opportunity to review the entire report. Consequently, to limi t the I iabi 1­
ity of specific individuals, we have prepared Table I, which describes the writ­
ing responsibilities for each chapter in this report. As the ones responsible 
for the overall research , we are of course the most culpable. Table I lists 
th ree categories of contribution--primary responsibility, contributor, and 
assistance. Primary responsibility implies the individual responsible for com­
pleting the first draft of the chapter, for assembling comments or proposed 
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TABLE I. RESPONSIB I LITIES FOR CHAPTERS OF DRAFT IN T ERIM REPORT 


Chapter Primary responsibi l ity Contributor Assistance 

1 Will iam H. Desvousges V. Kerry Smith 

2 A. Myrick Freeman 111 V . Kerry Smith, 
Wi l liam H. Desvousges 

3 V. Kerry Smith 

4 v. Kerry Smith A. Myrick Freeman 111 

5 V. Kerry Smith 

6 A. Myrick Freeman 111 V. Kerry Smith 

7 William H. Desvousges V. Kerry Smith 

8 William H. Desvousges Hall B. Ashmore, 

<. D iane H. Brown, 
V. Kerry Smith 

9 Wi lliam H. Desvousges V . Kerry Smith, 
Bruce Jones 

10 Hall B. Ashmore Wil liam H. Desvousges, Lu Lohr 
V. Kerry Smith 

11 William H. Desvousges V. Kerry Smith 

12 Will iam H. Desvousges V. Kerry Smith 

13 v. Kerry Smith Wi lliam H. Desvousges 

14 v. Kerry Smith William H. Desvousges, 
Matthew McG ivney 

15 v. Kerry Sm i th William H. Desvousges , 
Lu Lohr 

16 V. Kerry Smith 



changes from other contributors, and for developing the draft provided in this 
report. Contributor designates coauthor status achieved either through design 
of the research or through involvement in key specific research activities. 
Assistance imp Iies that an individual provided key information, editorial sug­
gestions, and research assistance in the activities associated with a chapter. 

With those chores behind us, we can now turn to our most important 
tas k --that is, extolling the many who contributed to our research effort. 
First, we would like to acknowledge the important role of our coauthor Rick 
Freeman. Although Rick was primarily responsible for the conceptual analysis 
of in trinsic benefits, he provided valuable comments throughout the research. 
He also attended our interviewer debriefing sessions to heip us interpret the 
information gained in these sessions. 

We would also like to point out the valuable roles of a number o f EPA 
personnel in our research activities, including structuring the research objec ­
tives, commenting on the questionnaire design, reacting to the proposed design 
of the empirical analysis, and attending the interviewer debriefing sessions. 
George Provenzano , the EPA Project Officer, performed all of these tasks and 
put up with Kerry's grumblings over administrative details of the project. 
Ann Fisher also contributed substantively to the effort through her initiation 
and supervision of the focus group project and in commenting on all aspects 
of the research activities undertaken under the Cooperative Agreement. Along 
with our field interviewers, we especially appreciated Ann's participation in 
our training session. Also helpful were several members of the Office of Solid 
Waste . Dale Ruther provided important guidance at a crucia l stage; Peggy 
Podolak, formerly of the Office, improved the questionnaire in severa l key 
areas; and Jim Craig has continued the liaison with the Office. 

We were also fortunate to receive comments on the development of the 
questionnaire from a large number of individuals. Table 11 lists these brave 
individuals, to whom we are grateful. We would like to note the contributions 
of two individuals in particul·ar: Robert Mitchell and Thomas Wallsten. Robert 
provided two thorough reviews on short notice and helped us avoid several 
potential problems. Tom helped in a number of ways. His thoughtful sugges ­
tions and insights on questionnaire development and on the psychological litera­
tu re on individual behavior under uncertainty were especially important to the 
research design. In addition, he served as a member of the Research Advisory 
Committee for the project and provided many helpful ideas as part of that 
group as well. 

The project was especially fortunate to have the guidance of an excel lent 
Advisory Committee who assisted us at several key stages of the research de­
sign (and who, ultimately, will be our toughest and most helpful reviewers of 
this draft report). In alphabetical order, they are as follows: 

Jerry Hausman, Massachusetts Institute of Technology 

Robert Haveman, University of Wisconsin 

Mi I ton Weinstein, Harvard Un iversity 

Thomas Wallsten, University of North Carolina at Chapel Hill 
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TAB LE II . QUESTIONNAIRE REVIEWERS ANO KEY CONCERNS 

Name Affil i ation Concerns Version(s) reviewed 

Tom Wallsten University of North Carolina Context of risk Several 
(Psychologist··Advisory Design issues 
Committee Member ) Risk ladder 

Bill Schul ze University of Wyoming Di rect question vs. bidding September 1983 
( Economist) Probabil ity complexity 

Payment vehic l e 

Robert Mitchell Resources for the Future Context September 1983 
( Sociologist) Probability complexity 

Equity November 1983 
Probability design and 
Risk ladder February 1984 

Milt Weinstein Harvard University Analytical design September 1983 
( Economist··Advisory Certainty case 
Committee Member) Context 

Al an Randall and University of Kentucky Bidding November 1983 
John Hoehn ( Economists) Context 

Analyti cal design 

George Tolley et al. ·university of Chicago Length September 1983 
(Economists) Complexity 

Bidding 

Bob Haveman University of Wisconsin Analytical design September 1983 
·c Economist Advisory Length 
Committee Member) 

Nancy Bockstael University of Maryland Context September 1983 
(Economist) Analytical design 

D ick Kulka Research Triangle Institute Length Several 
(Psychologist ) Context 

Garrie Kingsbury RTI ( Chemical Engineer ) Health effects--technical issues February 1984 

David Harrison Harvard University Averting cost September 1983 
( Economist) Hypotheti ca l vs. actual 

Ron Wyzga Electric Power Research Length February 1984 
Insti tute (Economist) Analytical design 

Context 

Bob Raucher Economic Analysis Division Risk ladder February 1984 
· U.S. EPA (Economist) Complexity 

Tom Lareau Economic Analysis D iv ision Risk ladder February 1984 
U.S. EPA (Economist) Complexity 

Peggy Podolak Office of Solid Waste Length Several 
U.S. EPA (Economist) Technical content 

Dale Ruther Office of Solid Waste Risk levels February 1984 
U . S. EPA (Economist) 

Nick Nichols Economic Analysis Division Risk ladder February 1984 
U.S. EPA ( Economist) Complexi t y 

A lan Carlin Economic Analysi s Division Risk ladder February 1984 
U.S. EPA ( Economist ) Complexity 

Allen Sasala Office of Air Quality Planning Air pathways February 1984 
and Standards Payment vehicle 
U.S. EPA (Economist) 

Reed Johnson Economic Analysis Division Length September 1983 
U.S. EPA (Economist) Complexity 

Al McGartland Economic Analysis Division Length September 1983 
U.S. EPA (Economist) Complexity 
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The Advisory Committee provided detailed reviews of our proposed question­
naire and critical evaluations of our analysis plan for empirical ana lysis of the 
survey data. Many of their comments sparked ideas that are discussed 
throughout the report. 

We would also like to thank David Harrison for his contribution. David 
reviewed several drafts of the questionnaire and attended some of our f ocus 
group sessions in Boston. Along with James Stock, David also gave us back­
ground and data for his property value analysis that enabled us to do our 
comparative analysi s in Chapter 15. 

Several individuals at Vanderbilt played key support roles. It would not 
have been possible for Kerry to complete his work without the continuous 
assistance of John Mott and Wei-Wei Kao in helping him to learn and use a new 
IBM computer facility introduced at Vanderbilt in September 1984. Long week­
ends and late nights by John at crucial times assured the project would have 
the needed computer resources. 

The day-to-day administration of the project, budget management , monthly 
and quarterly reports, drafts of chapters, comments and plans, and al I of the 
correspondence from Vanderbilt would not have been possible without Sue 
Piontek. Because Sue handled all of these aspects of the project so well, 
Kerry was able to focus primarily on research administration. Steve Smartt 
of the Office of Sponsored Research at Vanderbilt also contributed in a signifi­
cant way to ease these administrative burdens. 

Several people at RT I assisted us in conducting our research. The qual­
ity of the contingent valuation data is due in large part to Kirk Pate, RTI 
Survey Specialist, who worked with us in every aspect of the focus group ses­
sions and in developing the questionnaire. In addition, he conducted the vid­
eotaped interviews, coauthored the interviewer training manual, developed the 
overall survey plan, and conduct ed the interviewer training sessions. Kirk 
also supervised the activities of al I the interviewers and the assembly of the 
questionnaires. Kirk was assisted in these tasks by Annette Born, who super­
vised the day-to-day activities in Boston along with helping in the pretest. 

We are grateful to Matthew McGivney of RTI who constructed the SAS 
data set and helped perform the means and regression analysis reported in 
Chapters 11 and 12 and the contingent ranking analysis reported in Chapter 
14. Matt also helped transfer the data for Harrison ' s hedon ic model to SAS 
data sets. Glenn Jones of Vanderbilt University also helped in this second 
task. David Toy of RTI assisted in the results presented in Chapters 11 and 
12 , and Lu Lohr of RTI helped by const ructing the Census data needed for 
the comparative analysis and by organizing the detailed background information 
on the survey area. 

Wh i le the preface to the focus group report identifies the roles that v ari­
ous people played in those activities, we would like to add a few special com­
mendatior:is in this report because of the importance of these activities. As 
we noted earlier, Kirk Pate's efforts as our unflappable moderator were most 
valuable. He always knew at the end of the sessions that we still need ed a 
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survey questionnaire. In addition, Diane Brown, formerly of RTI, now work­
ing f or the Power Plant Siting Commission of the State of Maryland , almost 
singlehandledly summarized those sessions, helped organize them, and generally 
p rov ided good counsel on many issues. Ann Dunson, who has left RT I to start 
her own business, helped organize most of our sessions. Finally, we would 
Ii ke to thank t he participants of the sessions who helped us begin to under­
stand how to deal with risk in a survey questionnaire . 

We also appreciate both the continuous support and valued counsel of 
Tayler Bingham, Head of RTI 1 s Environmental Economics Department. While 
Tayler often keeps himsel f in the background , his help is always highly val­
ued. 

Hall Ashmore, Publications Manager in RTI 1s Center for Economics Re­
search, is primarily responsible for the level of communication, consistency, 
and overall form of this report--especially t he visual aesthetics of our figures 
and tables. Hall has helped to make every chapter more readable and to en­
sure that all the chapters work together in the overall report. We would also 
like to thank Hall for his assistance in writing Chapters 8 and 10. 

Last, but certainly not least, in our appreciation is Jan Shirley and her 
staff of word processing specialists. In working with us over the past 3~ 
years, they have consistently turned the impossible into the possible. Each 
time the scale and complexity of this ef fort increased, their response grew to 
meet it . They continue to be a most valuable part of our research team. 

In a project involving multiple locations and almost 2 years of activities , 
we would have been scuttled without the help that these many individuals have 
given us. Not only these individuals but their families have contributed by 
their patience and support when faced with another long working weekend. 
In this regard, our wives, Pauline and Shelley, and our children, Timothy , 
Shelley, and Anne, have contributed dearly. 

We can say without any reservations that we could not have reached this 
point in our research without each and every one of you. Had any of the 
I in ks in this long and winding human chain fai led, we would have been lost. 
Thank you. 

V. Kerry Smith 
Nashville, Tennessee 

Wi lliam H. Desvousges 
Research Triangle Park, North Carolina 
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CHAPTER 1 

ON VALUING REDUCTIONS IN HAZARDOUS WASTE RISKS 

1 .1 INTRODUCTION 

This chapter introduces our draft interim report on using the contingent 

valuation approach to measure the benefits of reducing hazardous waste risks. 

This approach involves using survey techniques to elicit people's expressed 

preferences, or intended behavior, to estimate the value of reducing these 

risks. 

The research described in this report was conducted in response to our 

two main objectives: 

To develop a framework for using the contingent valuat ion 
approach to measure the benefits to individuals . from reductions 
in hazardous waste risks. 

To design a framework for compar ing a hedonic property va lue 
model* for benefit measurement with contingent valuation when 
a risk change is the source of the benefits. 

To meet the first objective, our contingent valuation analysis explicitly . . 
recognizes the difficulties posed by investigating individual behavior under un­

certa inty. As a f i rst step, we began our conceptual analysis. To complement 

this effort, and before conducting the contingent valuation interviews, our re­

search activities focused on improving our understanding of the interview tech­

niques and questions that communicate concepts involving risk. These activities 

involved using focus groups, a detailed pretest, and videotaped interviews 

and progressively revising the questionnaire and vehicles used to explain risk. t 

* In this approach, values are indirectly inferred from the residential loca­
tion decisions of the household. 

tGiven the scope of this effort, a separate report of these activities was 
prepared with partial support from this cooperative agreement (see Desvousges 
et al. [1984a, b] for a more complete summary of these activities). Chapter 8 
in this report summarizes the process used to develop the questionnaire , but 
should not be considered a complete description of these activities. 
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Based on these efforts, we conducted a contingent valuation survey in the 

Boston area during the Spring and early Summer of 1984. This report pre­

sents preliminary results from the empi rical analysis of the valuation responses 

elicited in these interviews. 

To meet the second main objective, we also formed a joint effort with David 

Harrison (then of Harvard University, now associated with Dun & Bradstreet) 

to acquire information consistent with a hedonic property value analysis involv­

ing hazardous-waste-related risks that he was completing ·with support from 

the U.S. Environmental Protection Agency (EPA) under Cooperative Agreement 

No . CR-809702-01. Harrison ' s independently developed hedonic model is the 

indirect method for measuring the marginal value of risk changes to which we · 

compare our contingent valuation approach. Harrison's method also provides 

some of the necessary infor mation for using part of the contingent valuat ion 

survey in comparing the two approaches. This report presents the prel iminary 

results from this comparison. 

In addition to our two overall objectives, the research has many specific 

objectives, which are identified and d i scussed in the chapter s that follow. 

Among these specific objectives are measuring both use and intrinsic values 

for risk changes and examining the influence of the attributes of risk, risk 

endpoints, and risk outcomes on individuals' values for risk reductions. Addi­

t ionally, our research examines the importance of assigning different property 

r ights to risk levels. Finally, our research compares alternative question for ­

mats for eliciting ind iv id u als' values of reductions in hazardous waste risks. 

The report provides substantial support for using contingent valuation to 

elicit values for reducing hazardous waste risks. The overall quality of field­

work, the relatively low number of protest responses , the general ly high levels 

of statistical significance of valuation response means , and the good perform ­

ance of our "restrictive" models lend credence to this conclusion. However , 

the specific estimates must be regarded as very preliminary. Indeed , this 

report is best viewed as structuring an agen da for future research activities 

that either may yield more definitive estimates of the values for risk reductions 

or suggest reasons that general ·conclusions on the nature of these values can­

not be drawn from the methods and information in our survey results . 
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To introduce the report, the following sections provide an economic per­

spective for viewing regulatory policies involving hazardous wastes. Specific­

ally, Section 1.2 h i ghlights the legislative mandates that suggest the importan ce 

for hazardous waste environmental policies. Section 1. 3 discusses the role of 

benefit analysis for the regulatory policies resulting from that legislative man­

date. Section 1.4 describes the outcomes of these regulatory policies as reduc­

tions in the risk of exposure to hazardous wastes for households and the eco­

system. Section 1. 5 provides a general economic framewprk for viewing a 

household's decisions involving risk. Section 1.6 describes the more restric­

tive conceptual framework that underpins our contingent valuation analysi s for 

measuring the benefits of reducing hazardous waste risks. Section 1. 7 pro­

vides a brief overview of the contingent valuation approach, which is one of 

the primary focuses of our research activities. Section 1. 8 presents an over­

view of our overall research design, including our research objectives and the 

activities completed. Finally, Section 1. 9 presents a guide to the report. 

1.2 THE IMPORTANCE OF HAZARDOUS WASTE REGULATORY POLICY 

Hazardous waste regulations constitute one of the decade1 s most pressing 

environmental policymaking challenges. Local, State, regional, and several 

Federal agencies are already par ticipating in a regulatory process that will 

ultimately encompass the generation, transportation, storage, and disposal of 

hazardous wastes. Despite this wide range of activity, however , our primary 

focus is on the most influential regulatory element- - the hazardous waste regu­

latory actions of EPA. 

Congress has mandated EPA 1s involvement by passing the Safe Drinking 

Water Act of 1974, the Resource Conservation and Recovery Act (RC RA) of 

1976, and the Comprehensive Environmental Response, Compensation and Lia­

bility Act (CERCLA) of 1980, also known as the 11 Superfund 11 Act. The Safe 

Drinking Water Act provides for general protection against a variety of organic 

and inorganic contaminants and also protects specific aquifers. RC RA contains 

a wide range of regulator.y mandates involving all facets of the hazardous waste 

problem. The Superfund Act requires a comprehensive 11 cleanup 11 of unregu ­

lated, abandoned hazardous wastes dumps. 
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The importance of EPA's role in hazardous waste policy has been directly 

stated in the recent reauthorization of RCRA. In the Hazardous and Solid 

Waste Amendments of 1984, Congress has required EPA to take significant steps 

to reduce the likelihood of exposures to hazardous wastes. For example, the 

Congress has called for the prohibition of the land disposal of any hazardous 

wastes where such disposal cannot be shown to be protective of human health 

and the environment. I f implemented according to its narrowest interpretation, 

this prohibition will impose costs on the society that could· be in the billions 

of dollars annually. Clearly, t hese legislative actions imply that EPA can be 

expected to play a central role in future hazardous waste regulatory actions. 

To identify substances whose transportation, treatment, storage, or dis­

posal might increase mortality or serious illness or pose a hazard to human 

health or the environment, EPA has defined hazardous waste as any solid waste 

that is ignitable , corrosive, reactive, or toxic. This definition currently in­

volves some 400 chemicals and 85 waste processes, but, as yet, the magnitude 

of the hazards is uncertain. 

An important, and often confusing, aspect of this definition is the differ­

ence between a hazardous substance and a hazardous waste. The two terms 

are not synonymous even though they may involve the same substance, e.g., 

chromium. A hazardous substance becomes a hazardous waste only after it is 

discarded or, in economic terms, becomes a residual of some production proc­

ess. Figure 1-1 shows the distribution of various types of wastes and the 

number of generators from each waste type . Present estimates are that 85 

percent of these wastes are from the manufacturing sector, with the chemical 

and related processes, metal-related products, and electrical equipment indus­

tries accounting from the majority of the wastes generated (see Westat (1984]). 

Thus, hazardous waste legislation and the resulting regulatory policies ulti ­

mat ely affect sectors that are important components of the overall economy. 

1 .3 THE ROLE OF BENEFITS ANALYSIS FOR REGULATORY POLICY 

In implementing some of t he regulatory actions that stem from the Con­

gressional mandates, EPA will be subject to the provision s of Executive Order 

12291. This order requires that agencies conduct regulatory impact analyses 

of major regulations and of precedent-establishing regulations. Specifically, 
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14,088 Total Hazardous Waste Generators 

6,117 0001 Ignitable Wastes 

4, 705 0002 Corrosive Wastes 

-
999 0003 Reactive Wastes• 

-
3,923 0004-00017 E.P. Toxic Wastes 

7,180 F001-F005 Spent Halogenated and Nonhalogenated 
Solvents 

2,309 F006-F019 Electroplating and Coating Wastewater Treatment Sludges 
and Cyanide-bearing Bath Solutions and Sludges 

1,4391 K001-K106 Listed Industry Wastes from Specific Sources 

1,438 P001-P123 Acutely Hazardous Wastes 

4,062 U001-U247 Off-Specification or Discarded Commercial Chemical 
Products and Manufacturing Intermediates 

2, 105 State Regulated Hazardous Wastes 

1,720 I Self-defined Hazardous Wastes 

I I I I 
0% 10% 250/o 50% 75% 100% . 

Percent of All Hazardous Waste Generators 

•confidence Interval exceeds ± 25% at the 95% Confidence Level. 
Source: Westat [1984). 

Figure 1·1. Number of.establishments generating each major waste group. 
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the Executive Order calls for a consideration of the benefits and cost of regu­

latory actions and their alternatives. The research described in this report 

relates to the tasks associated with measuring the benefits of regulatory actions 

that reduce the risk of exposure to hazardous wastes. 

The principles of benefit-cost analysis provide only a guide for decision­

making, not a rule. They do not provide the final answer for the policymaker, 

who must cons ider other issues such as t he distribution of benefits and costs, 

the impacts on small business, or the equity impl ications of policies that dif­

ferentially affect the risks experienced by different groups in the population. 

(See Desvousges and Smith [ 1983] for an overview of benefits analysis.) How ­

ever, identifying, classifying, clarifying, and, where feasible, monetizing the 

likely outcomes of proposed regulatory actions significantly enhance the ability 

of the policymaker to respond to the regulat ory mandates of this legislation. 

1.4 A CENTRAL THEME: T HE ROLE OF RISK 

If there is a central theme to the leg is lative mandates for regulating the 

management of hazardous wastes disposal practices, it is one of risk. As for­

mer EPA administrator William Ruckelshaus stated, the problems involving risk 

confront EPA with one of its most difficu lt challenges--a challenge that will 

requ i re improvements in EPA's decisionmaking process for risk issues (often 

called risk management), in the scientific measurement of risk (similarly, called 

r isk assessment), and in the communication of risk-related issues to the public. 

In turn, the scope of these challenges wil l require integrated research efforts 

encompassing a variety of disciplines, ranging, for example, from engineering 

and toxicology , wh ich make technical measures and assessments of risk, to 

psychology and economics, which predict and evaluate perceptions of and 

behavioral responses to risk. 

The concept of risk has multiple meanings. In some disciplines, it is syn­

onymous with the probability of some injury or health effect (e.g., cancer or 

heart attack). In economics, it can imply the variability of investment out­

comes in formal models of economic decisionmaking under uncertainty. (See 

Smith [1984a] for a discussion of these poin ts.) Th is report uses the term 

risk to imply the chance that a detrimental event will happen. (Chapter 2 

.Provides a comprehensive discussion of our def in ition of risk and compares it 

wi th other frequently used definitions.) 
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In this research, reductions in the risk of exposure to hazardous waste 

play a fund amental role. We view these risk reductions as the primary policy 

outcomes, or effects, of regulations on the management of hazardous wastes. 

Our framework considers these risks from hazardous wastes as consist ing of 

two parts--an exposure risk and a conditional risk of dying if exposed to haz­

ardous wastes. This distinction is fundamental to our research design. More­

over, we have assumed that regulations affect only the risks of exposure and 

not the conditional risk . Finally, our focus had been almost exclusively on 

mortality as the outcome and not morbidity.* 

To illustrate the role of reductions in hazardous waste risks in our re ­

search, Figure 1-2 shows one example of linkages between a regulatory action , 

its effects, and a household's behavioral responses. In this example, the 

regulatory action changes the types of disposal practices that are allowed for 

a hazardous waste. Specifically, the action might eliminate land disposal as 

an alternative for liquid wastes containing cadmium . The action changes the 

risk of contamination by cadmium for the affected environmental med ia--e.g., 

groundwater and surface water. By lowering the risk of contaminat ion for 

groundwater and surface water, th e ecological habitats that are affected by 

these media--e. g., plants, fish, and wildlife that live in an ecosystem near a 

recharge zone for an aquifer--experience a lower r isk of exposure to cadmium. 

Equally important, households are affected by a lowered risk of exposure 

through the drinking water or some other pathway. In evaluating the prospec­

tive welfare gains from such policies, the task of a benefits assessment is to 

measure the va lue that the household places on the risk changes as a result 

of the regulatory action. 

The processes underlying these linkages are considerably more complex 

than we have described. The extent of this complexity is not fully known as 

there is an inadequate understanding of the technical, environmental , and 

behavioral processes that are at work. Nevertheless, such an outline does 

*We recognize that changes in morbidity risks also may be very important 
effects from hazardous waste regulations, but found it necessary to narrow 
the emphasis to mortality to make the scope of the research more manageable. 
If our approach proves to be useful for valuing changes- in mortality risks, 
the morbidity component could be added in future research effort s. 
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Figure 1-2. Effects and responses to a hazardous waste regulatory action. 
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enable us to develop a general basis for describing the effects of regulatory 

actions as changes in risks. 

In contrast, much of the research in areas involving risk has concent rated 

on the outcomes--e. g., cancer cases avoided, reductions in r estricted activity 

days. This focus on outcomes is essentially an ex post v iew of the benefits 

of reducing risks. As developed in Chapter 4, our conceptual analysis sug ­

gests that differences in these valuation perspectives--this ex post approach 

versus an ex ante perspective-- can result in substantial differences in values 

placed on changes in risk. 

1.5 RISKS AND HOUSEHOLD DECISIONS 

Individuals make decisions involving risk every day. For example, these 

decision s may involve planning purchases for durable goods--such as an auto­

mobile--with limited knowledge of their future income and use patterns for the 

goods planned for purchase. In addition, the implicit value of the automobile 

can be affected by circumstances and actions that are within the household's 

control as well as those that are not. A dramatic increase in the price of oil , 

as occurred twice in the 1970s , can change the relative values of large versus 

small automobiles. Such changes are outside the household's control; t hus, 

uncertainty over the price of gasol ine affects household choices both in the 

purchase decision (as a yes/no choice) and in the type of vehicle selected. 

Other choices of the household--such as residential location--can also be im­

portant to the value of the sevices provided. Economic models of these deci ­

sions routinely assume that individuals acquire information and formulate plans 

based on that information. 

A household's opportunities for adjusting to uncertainty affect its planned 

behavior. For example, paying a higher price for a fuel-efficient car is one 

way to provide for the present cost and the uncertain future costs of us ing 

the automobile (i.e., the price of gasoline). Maintenance contr acts that protect 

against the car's failing are another. The first adjustment opportunity is an 

ex ample in which a single payment-- i .e., the premium in price for the vehicle-­

is paid regardless of the future price of gasoline. The second case is an ex­

ample of differential payments. That is, the household purchases the mainte­

nance contract at a price that constitutes the full cost if the automobile does 

not experience problems. However, with failures in performance covered in 
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the contract, the costs of repair--and hence the actual cost of the contract-­

are subsid ized. This latter adjustment is the basic nature of insurance. It 

is a claim to a level of wealth that is tied to a particular outcome that may or 

may not occur. Thus, the presence of a market for contingent claims, or in­

surance, provides one way for a household to adjust to the presence of uncer­

ta inty. Our conceptual analysis developed in Part I suggests that opportunities 

for adjusting to risk will affect the household's values for a risk reduction. 

Clearly, modeling household decisions involving risk is a complex task. 

In t his report we have not developed a comprehensive framework for modeling 

all such household decisions. Nonetheless, it is possible to describe the ele­

ments of a simplified view of how such a framework ultimately might be struc­

tured. Figure 1-3 is an example of how one might view the households' deci­

sions regarding risk. At the center of the framework is the household, which 

is exogenously faced with some risk of dying in a given year by virtue of its 

genetic endowment. It also experiences risks through its occupational· choices, 

the location of its residence, and its purchases and use of goods and services. 

Each of these boxes has two arrows indicating that these hazards can be volun­

tari ly accepted, to the extent there is sufficient information to perceive them. 

In addition, t here is another set of sources for risk that are imposed on the 

household by other factors--the actions of other individuals or firms, policies 

of any level of government, or nature itself. These are i n some respects sim­

ilar to genetic r isks in that the household usually has no basis for direct con­

tro l of them. We have designated these risks with single arrows to suggest 

that, for the most part , they are involuntary. This does not imply the house­

hold cannot take action to avoid them or mitigate their impacts; rather, it im­

plies there are few (if any) perceived mechanisms for the household to change 

them directly. 

The risk of exposure to hazardous wastes can be experienced as both a 

voluntary and an involuntary risk.* However, these risks are generally 

thought to be involuntary and experienced through the location of the house­

hold's residence, which includes its environmental conditions and drinking 

*The information about the risk can also be a determinant of whether it 
is a voluntary or involuntary risk. 
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water.* Residents in Seymour, Indiana, who lived quite close to the aban­

doned Seymour recycling site were exposed to a variety of wastes through air, 

groundwater, and surface water med ia. While this Superfund site is Ii kely an 

extreme example, it does suggest the types of exposures that cou ld occur as 

a result of residential location. 

Many of the features of th is hou sehold decision framework are poor ly un­

derstood. For example, most measures of r isk aversion are defined without 

regard to the attributes of the risk. Equal ly important, models of household 

behavior only recently have moved beyond partial equ i l ibrium models to de­

scribe how the household adjust s to environmental amenities (see Roback 

[1982), Bartik and Smi t h [forthcoming] and Hoehn, Berger, and Blomquist 

(1984]). In addition, psycholog ists also h ave pointed out the difficu lty that 

people experience in processing information in volvin g risk (see Kahneman [1984) 

and Tversky and Kahneman (1982)). Nevert heless, ou r mu ltiple source ap­

proach provides a general view of hazardous waste risks as a part of a larger 

picture . This view seems consistent with a number of analysts who use it to 

explain the greater current concerns for ri s k when the apparent overall risks 

to ind iv idual wel l-being are lower than anytime in the past. (See Douglas and 

Wi ldavsky [1983 ) .) 

1.6 HAZARDOUS WASTE RISK: OUR FRAMEWORK 

To begin developing a framework for viewing hazardous waste risks, our 

conceptual analysis uses the conventional expected util ity framework as a 

starting point. (Part 11 presents th is analysis.) Original ly introduced by 

Von Neumann and Morgenstern [1947), expected utility implicitly assumes that 

the household can quan tify the probabili t ies associated w i th the uncertain 

events it faces. In accordance with certain basic axioms, the household plans 

it s decisions to max imize the weighted average of the va lues of the conse ­

quences, or its expected utility. 

Researchers have ra ised a number of questions concerning the plausibility 

of this model as a framework for describing and predicting behavior under 

*One example of an occupational exposure was provided by a participant 
in one of our pre-survey focus group discussions who fe lt that he had been 
exposed as a member of a state highway department road crew c lean"ing up 
polychlorinated byphenols (PCBs) that had been d iscarded along the roadside. 

1-12 




uncertainty (see Schoemaker [1982)) . Our conceptual analysis suggests that 

amending the framework to al low the household 1 s utility to depend on t he state 

of the world that actually occurs may explain some of the inconsistencies that 

have been found in previous research. * For example, under this view, an 

individual 1 s utility function wil I differ depending on whether or not exposure 

to hazardous wastes occurs. 

An important implication of our conceptual analysis is that the appropriate 

basis for valuing reductions in the risks of exposure to hazardous wastes de­

pends upon the opportun i ties available to the individual for adjusting to risk. 

Under certain circumstances , t his measure of value will be the option price, 

or constant payment irrespective of the outcome at risk, for the specified 

change in the Ii kelihood of the detrimental event. 

Our research design also r ecognizes that not all risks are the same. The 

literature in psychology and, t o a lesser extent, in economics has begun the 

process of distinguishing types of risks. With this identification of types 

comes a corresponding need to identify how they are different--in effect, to 

enumerate thei r attributes. A lthough our conceptual analysis does not expIi ­

citly include the attributes of risk in its description of household behavior, 

the design for our empirical an alysis provides preliminary information on how 

some of these risk attributes might affect households' valuation responses. 

1.7 CONTINGENT VALUATION : A BRIEF OVERVIEW 

Contingent valuation is the use of survey methods to elicit individuals' 

va lues for improvements in environmental qual ity, such as reductions in haz­

ardous waste risks. These va lu es are elicited for specific hypothetical changes 

in environmental quality that are described in the survey questionnaire. The 

use of surveys to elicit behav ioral information is widespread in psychology , 

sociology, and market research, and use of the contingent valuation approach 

to value improvements in environmental quality has generated a decade of 

experimental and field research. Even in t his relatively short period, how­

ever, the approach has grown more sophisticated, improving how it defines 

*The terms household and individual are used interchangeably throughout 
this report. It is possible to develop models demonstrating that households 
as collections of individuals behave as if guided by a single utility maximizing 
economic agent. See Becker [ 1981] for examples and further citations. 
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the objectives of the survey, how it struct u r es, orders, and asks the ques­

t ions to elicit respondent valuations, and how it chooses appropriate samples 

of respondents. Of course, the cornerstone of contingent valuation is the sur­

vey questionnaire, which must 

11 Frame" the commodity--i. e., describe believable and under­
standable terms in the regulatory effects that the respondent 
must have. 

Establish a 11 market 11 context for the commodity that effectively 
describes the conditions under which it must be valued. 

Effectively elicit respondent values for the commodity. 

The need for considering the contingent valuation approach for valuing 

hazardous waste risk changes stems from the lack of any organized market in 

which the changes would be valued. In the absence of markets, economists 

have used other approaches besides cont ingent valuation. Presently, we are 

unsure of t heir relevance for valuing haza r dous waste risk changes. For ex­

ample, the travel cost approach using the implicit price that people are willing 

to pay to v i sit a recreation site may not be appropriate because few recreation 

sites are Ii kely to be affected by hazardous wastes. l n addition , the early 

results with the property value studies seem to have too much noise to deter­

mine the effects of hazardous waste risks on property values. Thus, asking 

people directly in a survey may offer the onl y alternative. 

The central question facing our research is "Can contingent valuation be 

used to value reductions in hazardous waste risks?" A long and formidable 

list of reasons has been given as to why contingent valuation cannot provide 

accurate estimates of values. From the psychologist, the reasons that contin­

gent valuation cannot be used include the fol lowing: 

People's values for commodities like hazardous waste risks are 
labile or poorly formed (Slavic , Fi schhof f, and Lichtenstein 
[1982]) 

People's preferences wil l be very sensitive to how questions to 
el icit values are framed ( Tversky and Kahneman [1981] ) 

People will be u nable to process in formation regarding low prob­
abi I ity events. 
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The economist' s list includes the psycholog i st's concerns and adds the follow­

ing : 

People will be unable to comprehend the commodity to be valued 
because it has no market equivalent (Cummings, Brookshire, 
and Schulze (1984)) 

People will give unreliable answers because the questions are 
hypothetical (Bishop and Heberlein (1984) ) 

People will give a response based on attitudes and not behavior 
(Bishop and Heberlein (1984]) 

People are not familiar with the range of their preferences that 
involve hazardous waste risks ( Freeman [1984b]) 

These are important concerns. This report attempts to provide the infor­

mation necessary to address a large number of them. However, in most cases, 

there is no unambi guous standard that can be used. Rather, the reader must 

weigh the information provided and decide whether or not contingent valuation 

can be used to measure the benefits of reducing hazardous waste risks. 

We suggest that the economists and psychologists are basically saying 

the same things but are using a different vocabulary. The crux of the matter 

is effectively frami ng the commodity. In t h is regard, we have adapted several 

techniques from psychological and market research --e. g., focus groups, v ideo­

taped interviews, and extensive pretests--to evaluate the effects of different 

frames on respondents and to develop our final questionnaire. This detailed 

report is our way of letting the reader judge for himself about the overall suc­

cess of our efforts. 

In view of the number and types of issues concern i ng contingent valua­

tion, some perspective on the approach may be helpful in trying to evaluate 

it. Important cons iderations include the following: 

Contingent valuation el icits responses directly from people--fre ­
quently a random sample chosen from some population. Con­
tingent valuation allows the researcher--through the question ­
naire--to elicit information both on values and on the reasons 
for the values provided. 

Contingent va luation offers the opportunity to tai lor questions 
to the issue at hand. It also has the ability to structure an 
experimental design for testing specific concerns that may be 
relevant to a valuation estimate. 
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Contingent valuation research can exert control over the sam­
pling and survey procedures used to collect data and thereby 
provide information designed for the task at hand. 

Contingent valuation can yield insights into people's ability to 
perform tasks that implicitly are required of them by the indi­
rect or market based approaches. 

These attributes strongly suggest it may be useful in understanding people's 

preferences for changes in hazardous waste risks. And while the specific esti ­

mates in this report are preliminary for many reasons, we have concluded that 

the overall prospects for using contingent valuation to va lue risk changes is 

quite good--good not only in terms of the response rates, the rates of people 

rejecting the commodity, and the estimated mean valuations that are consistent­

ly significant, but also in terms of the performance of our more in-depth 

regression analysis using the restrictive models and the plausibility of the con­

tingent ranking analysis. The reference operating conditions for the accuracy 

of contingent valuation developed in Cummings, Brookshire, and Schulze [1984] 

would have led us to expect a less optimistic prognosis. At this stage, a num­

ber of issues wil l require further investigat ion to understand their full implica­

tions. Nevertheless, in our judgment--and it is only that--contingent valuation 

can yield meaningful economic information. Ultimately, the reader will have to 

draw his own conclusion based on his interpretation of the information provided 

in this report. 

1.8 RESEARCH OVERVIEW 

Our primary objectives, which relate to the task of valuing risk changes, 

have provided the main guideposts for our research. Figure 1-4 presents an· 

overview of our research to attain these objectives. Both our objectives and 

the subsequent activities follow directly from our assumption that risk changes 

are delivered by r egulatory actions involving hazardous wastes. 

As shown in Figure 1-4, the types of values to be measured are important 

to these research objectives. Our research considers two types of values: 

Use values, which accrue to households as a reduction in their 
risk of exposure and possible premature death from hazardous 
wastes 

Intrinsic values, which accrue to households from knowing that 
the risk of exposure to hazardous wastes has been reduced for 
plants, wildlife, and animals. 
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Our research provides a conceptual framework for measuring both of these 

types of values, and our contingent valuation survey contains questions to 

el icit both. However, only the use va lues are relevant to our comparison ob­

jective because the hedonic property value model is capable of measuring only 

use values that would correspond to reductions in hazardous waste risks. 

As also shown in Figure 1-4, two important research issues stem from 

our study objectives: 

How should the contingent commodity--hazardou·s waste risk 
reductions--be framed? 

How can the available approaches for valuing risk reductions 
be linked? 

To shed some light on these two research issues, we undertook several re­

search activities shown in the large box in the middle of Figure 1-4, including 

the early phase of our conceptual analysis and the efforts to understand how 

people would respond to a contingent valuation quest ionnaire involving hazard­

ous waste risks. 

An early but important research activity was the series of focus group 

sessions--and other subsequent questionnaire development activities--that led 

to the formulation of our final research design. The key features of this de­

sign include the following: 

A risk ladder to elicit risk perception information prior to the 
framing of the contingent commodity 

The separation of risks experienced by individuals into an ex­
posure risk and the conditional risk of death given exposure 
as well as the use of three risk circles to describe the exposure 
and conditional risks and their effect on the joint probab ility 
as part of the framing of the commodity 

The use of direct question and contingent ranking question for­
mats to elicit the values for risk reductions 

The introduction of an experimental design to test for the effect 
of risk levels and property rights for va luation responses 

' . 	 The use of alternative framing to evaluate the influence of dif ­
ferent risk outcomes--e.g., how death might occur and a risk 
of severe birth defects 

The use of two alternative methods for linking risk and dis­
tance to a hazardous waste facility . 
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These activities led to a final survey questionnaire t hat was administered 

by a staff of interviewers to a st ratified random sample of 953 households in 

suburban Boston that resulted in 609 completed interviews. A lmost 87 percent 

of enumerated households completed the interviews. Only 3 interviews out of 

the 612 were broken off after initiation. 

With these data, and the model and results acquired for the property val­

ue analysis, we have initiated t he preliminary empirical analysis that is pre­

sented in Part 111 of this report. The act ivities included the ·following: 

Examination of protest responses 

An analysis of mean option price responses 

Multivariate analysis of the option price responses 

Estimation of contingent ranking models an d a preliminary com­
parison with the direct question responses 

Development of a framework for comparing contingent valuation 
and hedonic models including an initial comparison. 

These findings are all preliminary because of a substantial number of issues 

that are not included in this report due to time and resource constraints . 

Table 1-1 summarizes the type of issues that were considered in the empirical 

analysis and shows the location of each in the report. 

1.9 GUIDE TO THE REPORT 

For the reader's convenience, this draft interim report is divided into 

three parts. These three parts and the chapters they encompass are as fol ­

lows: 

Part I -- A Conceptual Framework for Measuring the Bene ­
fits of Reducing Hazardous Waste Risks 

Chapter 2 The Nature of Benefits Analysis in Hazardous 
Waste Management 

Chapter 3 Modeling Behavior Under Uncertainty: 
Heuristic Review 

A 

Chapter 4 -­ The Role of the Ex Ante and Ex Post Perspec­
tives i n Measuring Welfare Changes Under · 
Uncertainty 

Chapter 5 - ­ A Conceptual 
Reduct ions 

Framework for Valuing Risk 
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TABLE 1-1. SUMMARY OF THE OBJECTIVES AND STRUCTURE OF THE RESEARCH 

Direction of 
Objective Type of risk Concept of value risk change Measurement method Experimental design Results 

Valuation of Exposure to Ex ante value Decreases and Direct question for Exposure risk and Chapter 11 
risk changes hazardous to individual increases. hypothetical situation. conditional probability Chapter 12 

wastes Contingent ranking Exposure r isk and payment Chapter 13 
for hypothetical cases Chapter 14 

Ex istence value Decreases only Direct question 

Influence of Exposure Ex ante value Decreases and Report on actual cond i­ Representative sample Chapter 11 
personal char­
acteristics for 

lo hazard­
ous waste 

increases tions and attitudes of households in sub­
urban Boston (with 

Chapter 12 
Chapter 13 

risk valuation oversampling of Acton) 
Job risk 

Comparative Exposure Ex ante value Decreases Direct question for Chapter 15 
evaluation of to hazard- hypothetical question and 
methods ous waste hedonic properly value. 

Job risk Ex ante value Increases Direct question for ·Not in 
hypothetical question and Phase I 
hedonic wage model. report 

~ Evaluation of Fatal accident Ex ante value Increases only Direct question for Not in 
0 attributes of on the job to individual hypothetical cases. Phase I 

risk report 

Information Exposure to Direct question qf Chapter 10 
on waste s hazardous individuals and 

wastes review of newspapers 

Perception Fata lity due Direct question of Different types of risk Chapter 10 
of risk to auto acci­ perceptions. 

dent, heart 
disease, air 
pollution, 
hazardous 
waste 

On-the-job Not in Phase I 
risk of death report 

Role of avert­
ing cost or 

Exposure to 
hazardous 

Ex ante value 
to individual 

Report on household's 
actual ac tivities. 

Representative sample 
of households in 

Not in 
Phase I 

alleviating waste suburban Boston (wi th report 
activities on oversampling of Acton) 
risk valuation 



Chapter 6 - ­ Ecological and l ntrinsic Values Under 
Uncertainty 

Part 11 - - Research Design, Questionnaire Development, and 
the Survey 

Chapter 7 Research Design: The Transition from Theory 
to Pr actice 

Chapter 8 Survey Questionnaire Development 

Chapter 9 Sampling Plan and Survey Procedures 

Chapter 10 Profi le: The Survey Area and Its Population 

Part 111 -- Preliminary Empirical Analysis 

Chapter 11 	 Option Price Results: The Framing of the 
Commodity and an Analysis of Means 

Chapter 12 	 Option Price Results: Preliminary Regression 
Anal y ses Using Unrestricted Models 

Chapter 13 	 Valuation Estimates for Risk Reductions: 
Using Restricted Models 

Chapter 14 -- The Use of Contingent Ranking Models to 
Value Exposure Risk Reductions: Preliminary 
Results 

Chapter 15 -- A Comparison of Contingent Valuat ion and 
Hedonic Property Value Models for Risk 
Avoidance 

C_hapter 16 	 Policy _Implications and Research Agenda 

Part I --Chapters 2 through 6- - describes the conceptual framework we 

developed for assessing the benefits from regulations governing hazardous 

wastes. Part 11--Chapters 7 through 10- - explains how we implement ed our 

conceptual framework by developing and administering a contingent valuation 

survey. Part 11 1--Chapters 11 through 16--presents preliminary findings of 

our empirical analyses of the su rvey data . Also for the reader ' s conv enience , 

each part is preceded by an introduction that explains the objectives and 

research activities associated w ith each and outlines the purpose, scope, and 

contents of each chapter. Chapter 17 contains references we have cited in the 

tex t. 
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PART I 


A CONCEPTUAL FRAMEWORK FOR MEASURING THE BENEFITS 

OF REDUCING HAZARDOUS WASTE RISKS 


Part I of this draft interim report describes how we developed a concep­

tual framework for assessing the benefits expected to accompany regulations 

governing hazardous wastes. In particular, Part I consists of the following 

five chapters: 

Chapter 2 	 The Nature of Benefit Analysis in Hazardous Waste 
Management 

Chapter 3 - Modeling Behavior Under Uncertainty: A Heuristic 
Review 

Chapter 4 - The Role of the Ex Ante and Ex Post Perspectives in 
Measuring Welfare Changes Under Uncertainty 

Chapter 5 -	 A Conceptual Framework for Valuing Risk Reductions 

Chapter 6 -	 Ecological and Intrinsic Values Under Uncertainty 

While our intention is not to evaluate the benefits arising from specific regula­

tory actions, the purpose of the framework is to provide a basis for descri bing 

how such analyses might be conducted. As briefly outlined in the fol lowing 

paragraphs, there are five important elements in the proposed framework. 

First, the analysis assumes that regulations for hazardous wastes reduce 

the probability that an individual will experience some type of adverse effect 

from the unintended release of wastes to the environment. This assumption 

seems consistent with the U.S. Environmental Protection Agency ( EP.A) regu la­

tory evaluation pol i c ies such as the RCRA Risk/ Cost Model and the Liner Loca­

tion Model. Because release of the wastes can lead to risks to human health 

and to ecological systems , individuals may place a positive value on policies 

that reduce these risks. A conceptual framework for describing this valuation 

process is a necessary first step before empirical analysis can be undertaken. 
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Second, the assumption that regulations change the risk of exposure ex­

perienced by individuals suggests the need to develop a conceptual basis for 

valu ing these risk changes based on a model of individual behavior under un­

certainty. This analysis assumes that the expected utility model can provide 

the starting point for describing individuals' responses to risk. Consequently, 

it enables us to define an individual's values for changes in risk. That is, 

the values for reducing hazardous waste risks will be based on the expected 

utility that the individual anticipates from a regulatory actfon. For example, 

more stringent containment of hazardous wastes in land-based disposal sites 

might be assumed to reduce exposure risks by some amount. This action, in 

turn, reduces the likelihood of detrimental events ( e.g., exposure and some 

health effect) and thereby increases the expected utility to be experienced by 

the affected individuals. The monetary value of the risk change could be 

measured by following the Hicksian analogy for the case of certainty. 

Third, once the expected utility framework is used as the basis for valu­

ing risk changes, we have accepted an ex ante perspective for welfare analy­

sis. That is, we are maintaining that the relevant benefit measure is based 

on how the individual's planned activities change with risk changes. As we 

develop later, the perspective for measurement is important for evaluating de­

cisions made under uncertainty, especially if t hose decisions affect the nature 

of the uncertainty itself. 

Fourth, to define how much the individual would be willing to pay for 

the risk change, we must define how these payments would be made and the 

opportunities available to the individual for adjustment to changes in risk. In 

effect, we must define the institutions that constrain how an individual can 

p lan his expenditures given uncertainty as to future states of the world. 

Finally, the last key element in our conceptual framework is the motivation 

for valuing the risk reduction. We noted earlier that a pattern of exposure 

implies a subsequent set of risks that may involve detrimental health effects 

for t he individual or impacts on specific ecological systems. Each of these 

types of events will affect individuals differently. These different effects can 

lead to different types of values or benefits for policies that regulate the dis­

posal of hazardous wastes. 
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Clearfy, each of these elements involves complex problems. Moreover, in 

some cases the l iterature is not fully developed with respect to the specific 

issues associated with extending benefits analysis to deal with risk changes. 

It is therefore unrealistic to expect that we can provide a comprehensive analy­

sis of all of the issues in a few chapters. Thus our object ives have a more 

l imited scope: 

Review the elements involved in our proposed formulation of 
the problem 

Relate them to past efforts to define benefit concepts under 
uncertainty 

Describe the association between the behavioral relationships in 
our framework and the findings of psychologists and decision 
scientists involved in the study of individual behavior in the 
presence of risk 

Explain the statistical hypotheses and more informal empirical 
r esults that we expect should follow from our analysis of indi ­
vidual behavior. 

Chapter 2 introduces our conceptual framework by discussing types of 

benefits in a conventional taxonomy and the valuation problem for risk changes. 

It uses a set of scenarios to describe how events involving hazardous wastes 

"fit into" our framework. 

Chapter 3 reviews an economic approach for describing individual behavior 

under uncertainty using a state preference characterization of how individuals 

plan their actions when the future states of nature are uncertain. The key 

elements in the model for our description of the values of risk reduction are 

the specification of preferences, the description of the adjustments avai lable 

to the individual for responding to risk, and the characterization of indiv idual 

attitudes toward risk. 

Chapter 4 compares the conventional approach to benefit analysis with 

the framework implied by an ex ante analysis of individuals' valuations of risk 

reductions. Th is comparison uses the 'planned expenditure function introduced 

in Chapter 3 as the basis for classify ing different types of benefits. 

Chapter 5 describes the specific implications of our model for an individ­

ual valuation of the risk reductions associated with regulations on the disposal 

of hazardous wastes and how we might expect these values to be affected by 

the type of risks experienced. 
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Chapter 6 completes the conceptual analysis by focusing on ecological and 

intrinsic values in the context of uncertainty, including a reconsideration of 

the conventional concepts of existence and option values. It extends the analy­

sis of Chapters 3, 4, and 5 to the value of reductions in risk to environmen­

tal and ecological resources . 
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CHAPTER 2 


THE NATURE OF BENEFIT ANALYSIS IN 

HAZARDOUS WASTE MANAGEMENT 


2.1 INTRODUCTION 

As the first component in Part I, this chapter addresses several of the 

important elements in our conceptual framework for assessing the benefits ex­

pected to accompany regulations governing the management of hazardous 

wastes. Given the likely generic effects of hazardous wastes in the environ­

ment, the following sections describe the types of benefits that might accrue 

from regulating the management of hazardous wastes and the types of economic 

agents to whom those benefits might accrue. In particular, Section 2.2 pre­

sents a conventional taxonomy of benefits that serves as a starting point for 

our analyses, Section 2.3 outlines our treatment of policy outcomes as changes 

in the risk of exposure to hazardous wastes and compares this approach to 

previous approaches for benefit ana lysis, and Section 2. 4 introduces our notion 

of risk as synonymous with the probab ility of a well-defined detrimental event 

(e.g. , death). Section 2. 5 describes representative scenarios to suggest the 

generic sources of exposure risk and to provide examples of typical contamina­

tion incidents. Section 2.6 briefly summarizes the chapter 1 s main points. 

2.2 CONVENTIONAL BENEFIT TAXONOMIES 

Analysts have used a variety of classification schemes to describe the 

components of the total benefits of a pol icy action. In the early literature on 

benefit-cost analysis, the most widely used taxonomy distinguished between 

the benefits associated with private market transactions and public allocations-­

i. e., the provision of goods and services which could be purchased in markets 

(e.g., hydroelectric power)--and the benefits associated with goods or services 

that did not exchange on such markets (e.g. , recreation). The benefits asso ­

ciated with the second type of commodity were often assumed unquantifiable 

and were usually labeled as the intangible component of benef its. The history 
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of methods development for benefits assessment of environmental resources has 

seen a progressive advance in our abi Iity to measure these intangible benefits. 

T hus, taxonomies that distinguish between the benefits associated with market 

goods and intangibles have become less useful over time. 

The recent I iteratu re on environmental benefit estimation has tended to 

fol low a general classification scheme originally suggested by Krutilla [1967). 

This framework sepa rates user and nonuser sources of benefit from environ ­

mental resources. Mitchell and Carson [1981] refined this 'initial proposal for 

the case of water quality benefits in an effort to understand what would be 

measured by the various approaches to benef it analysis. Their taxonomy has 

provided the basis for several recent efforts to estimate and to distinguish 

the individual components of the benefits individuals real ize from environmental 

resources.* 

Figure 2-1 presents an example of this type of benefits taxonomy . It has 

been simplified from the form presented in Oesvousges, Smith, and McGivney 

[1983] but contains many of the same elements. In thi s format, the mechan­

isms leading to the beneficial effects experienced by individuals are more spe­

cifically identified. Within the category of direct benefits, a distinction is 

drawn between use and nonuse benefits. However, several aspects of these 

terms require further discussion. Throughout this report, use and user bene­

f i ts are considered synonyms. Since there can be subtle distinctions between 

the two, it is important to describe what they wil I mean here. Use benefits 

arise because of the active consumption of the services of a resource. As Fig­

ure 2 - 1 indicates, this can be through clean air's generating improved health 

or clean water's· allowing game fishing. In al l cases, use benefits require the 

active involvement of the individual as a user of the services of the resource. 

If the definition of ~ is narrowly interpreted, we might be tempted to 

conclude that economic agents termed users are precluded from havi ng nonuse 

benefits. However, this is not the case. To appreciate why users may a l so 

*Desvousges, Smith, and McGivney [ 1983] revised the Mitchell-Carson 
framework and used it in estimating the components of water quaI ity benefits 
associated with a specific resou rce-- the Monongahela River. More recently, 
Fisher and Raucher [ 1984 ] have used the framework to appraise the relative 
magnitude of nonuser (or intrinsic) benefits and user benefits based on recent 
empi r ical studies that have included both sources of individual values. 
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Figure 2-1. The conventional benefits taxonomy adopted for hazardous waste management regulations. 



have nonuse benefits, it is helpful to consider how the resource being valued 

contributes to the utility of an individual. When it requires some type of 

active experience involving the resource's services, the resulting increment to 

utility is a use benefit arid the individual experiencing it is a user. However, 

this same individual may also derive an increment to utility with no action by 

simply knowing that a resource has been enhanced or increased in some way. 

This change in utility is a nonuse benefit because the individual does not 

actively acquire the services of the improved resource. · Knowledge of the 

improvement itself was sufficient to enhance utility. 

Figure 2-1 also can be used to show the major channels through which 

hazardous materials may enter the environment and affect human welfare. This 

figure distinguishes between the effects on production and market values that 

affect people's utility indirectly and the direct effects on individuals' utility. 

Production or market values arise when some attribute of the ecosystem is an 

argument in the production and cost functions for a marketed good. For exam­

ple, if the presence of hazardous wastes in the environment results in a lower 

level of an ecosystem attribute, the economic productivity of the ecosystem 

would decrease, causing an increase in the cost of producing the marketed 

good . These changes in turn would result in changes in market quantities, 

product prices, factor prices, rents, and/ or profits. Standard economic models 

can be used to obtain measures of the economic value of changes in the pro­

ductivity of managed and commercially exploited ecosystems. (See Freeman 

[forthcoming a] for a review of these models.) In the case of production and 

market values, hazardous wastes in the environment affect individuals' utility 

only indirectly by changing the prices of goods they purchase with their 

incomes. 

In addition to these indirect effects, however, the figure indicates that 

hazardous materials can affect individuals directl y by altering the level of some 

argument in their utility function. For example, if utility depends in part on 

health status, exposure to a toxic material through environmental pathways 

can lead to lower health status and, therefore, lower utility. Also, if some 

attribute of the environment or an ecosystem ( e.g ., the number of different 

species) is an argument in individuals' utility functions, then hazardous mater­

ials can affect utility by altering the level of that attribute. 
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Another key d istinction in the direct benefits lies between those associated 

with in situ use of the environment and those associated with nonuse or intrin­

sic values. As noted above, the in situ use of the environment is an activity 

that includes the scarce resources of the individual, including, but not I imited 

to, time. For example, the individual may have to incur time and other costs 

to travel to the site of the ecosystem to engage in some activity. Nonuse or 

intrinsic values, on the other hand, are defined as those benefits or welfare 

gains to individuals that arise from ecosystem changes independently of any 

direct use of the ecosystem. The figure further divides intrinsic values into 

pure existence and opt ion values re lated to some uncertainty concerning future 

demands or t he avajlabi l ity of the system for possible use. 

The concept of pure existence value was apparently f irst suggested by 

Krutilla [1967] and was further discussed in Krutilla and Fisher [1975, p. 124]. 

Weisbrod [ 1964] first introduced the term option value in the Iiterature of 

benefit-cost analysis 21 years ago. Option value is said to arise either when 

an individual is uncertain whether he might demand a good in the futu re or if 

he is faced with uncertainty in the future supply or availability of that good. 

Weisbrod apparently viewed the existence of positive option value as intuitively 

obvious. But, as subsequent an alysis has shown, option value, as convention­

ally defined, can be either positive or negative depending ·upon the particular 

circumstances [Schmalensee , 1972; Bishop, 1982; Freeman, 1984a]. 

However, there is a basic inconsistency in this and earlier taxonomies. 

They combine two distinct perspectives for welfare analysis--the ex ante and 

the ex post frameworks for defin ing values. The concept of option value con­

nects the two frameworks. Rather than a separate component of benefits, op­

tion value is the result of these different perspectives for welfare concepts. 

Consequently, a more consistent taxonomy would identify the particular valua­

tion perspective instead of mix ing ex ante an d ex post. We will return to this 

more general framework in Chapter 4. Therefore , we present the taxonomy 

in Figure 2-1 as a starting point for viewing benefits from risk changes . In 

particular, benefits analyses for policies that involve changes in risks will re­

quire a different orientation of the selected welfare measures. For example, 

consider how we have proposed to describe " the services 11 del ivered by regula­
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tions governing the disposal of hazardous wastes as the reductions in the risk 

of exposure to hazardous wastes. Using this present taxonomy, these risk 

reductions yie ld a use benefit when the household ' s planned consumption 

choices of all commodities in all possible states of nature are changed. That 

is, any action that causes a change in these planned choices generates a posi­

tive or negative use value. 

Use value accrues to the household, but it requires only a change in 

planned consumption or activities and not an active involvement. Moreover, 

use value involving risk changes can arise only in an ex ante valuation per­

spective. If an ex post perspective were employed, the benefit is no longer 

the use benefit from the risk change. In an ex post framework, the value 

would stem from the outcome and not the risk change. Thus, the presence of 

va luation under uncertainty reveals the need of a new taxonomy for benefits 

analysis that also distinguishes between the valuation perspective--ex ante ver­

sus ex post--and the nature of the commodity--certain or uncertain . 

2.3 THE TREATMENT OF POLICY OUTPUTS AS RISK CHANGES 

The conventional practice in environmental benefit analysis maintains that 

policy actions lead to changes in either the quantity or the quality of the ser­

vices provided by an environmental resource. · These changes were assumed 

to be known with certainty. Thus, benefit concepts were defined based on 

how the environmental resource was assumed to affect individual preferences. 

By contrast, our analysis of policies related to the disposal of hazardous 

wastes treats them as changing the likelihood an individual will be exposed to 

these wastes. It seems reasonable to inquire into the rationale for making this 

distinction. 

Given our current state of knowledge, it seems reasonable that there is 

no aspect of environmental quality that we can assume is available with certain­

ty. The observed level of air or water quality at each time and in each loca­

t ion has a significant stochastic element determining its value. This is true 

for a number of reasons. One of the simplest to explain concerns the environ­

mental qual i ty--weather interaction. Weather patterns affect the ambient con­

centrations of pollutants and these patterns are best treated as realizations of 
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a stochastic process. Equally important, our current knowledge of the rela ­

tionship between the activities under policy control--e. g., emissions of res idu­

als into the atmosphere or water courses--is imperfect. The character of the 

air diffusion system governing the residuals--i. e., the ambient air quality 

associated with each location or the absorptive capacity of each river or lake-­

determines the relationship between measures of environmental quality that are 

relevant to individuals 1 behavior and the patterns of emissions of residuals . 

Since it is the latter that is affected by policy, this case also has a significant 

amount of uncertainty in the connection between what pol icy actions can do 

and what is 11 delivered 11 to the individual . 

What is at issue is the degree of uncertainty. Current benefits assess­

ment practices have implicitly maintained that the random influences and associ­

ated uncertainty are small enough that individual behavior can be described 

as if it were in response to certain changes in the envi ronmental resources 

under study. Of course, this is an assumption--one that may well be inappro­

priate for some circumstances. However, what is important for our purposes 

(i.e., in defining the individual benefits associated with a policy action ) is not 

the random components connecting residual emissions with ambient qualit y but, 

rather, the influence of these sources of uncertainty on ind ividual behavior. * 

In contrast to the assumptions underlying the policies in the Clean Air 

and Clean Water Acts directed at the conventional air and wat er pollutants, 

there are signi·ficant questions concerning whether any level of exposure to 

hazardous wastes can be said to be free of risk. t Moreover, it is not clear 

that there is a continuous relationship between the level of exposure and the 

impacts on the individual. Rather, a discrete framework has often been se­

lected in describing the implications of hazardous wastes for individuals with 

any level of exposures potentially leading to detrimental outcomes. In the case 

*There is, of course, a separate issue as to how to treat estimation un­
certainty in benefit-cost analysis. In this case, we assume that individuals 
can be described as making choices with certainty, but we as analysts observe 
these decisions and understand their motivations imperfectly. 

tThis is part of the motivation for the definition of hazardous air pol lut ­
ants in the Clean Air Act. 
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of air and water pollution, the dose-effects relationships have generally been 

assumed to be continuous.* 

Fina lly, it should also be acknow ledged that our understanding of disposal 

technologies (and thei r effectiveness) and of the implications of a wide array 

of hazardous wastes for ecological systems in general and for human health in 

p articular is quite limited. Consequently, a framework that recognizes these 

uncertainties explicitly and acknowledges that individuals will respond to them 

was judged to be necessary for this case. 

2 .4 WHAT 15 RISK? 

The term risk has been used in a number of different ways in policy anal ­

ysi s . A wide variety of definitions can be found in the literature on risk 

assessment and risk management. Equally important, in economics, risk i s 

often associated with that portion of the uncertain outcomes facing an economic 

agent that can not be divers ified away (i .e., insured against using market op­

portunities). To this point and th roughou t t his report , the term ri sk is used 

in a nar row definition. lt is considered synonymous with t he probabil ity of a 

specific detr imental event. 

The definition of a particular event at risk and the cha racterization of 

the decision problem provide the mechanisms for incorporating some of the fac.­

tors discussed by a number of analysts as important to explaining individuals' 

responses to risk. For example, Crouch and Wilson [1982) define risk as a 

composite of the probability of an adverse event and t he severity of the event. 

A ccording t o their framework, the risk facing an individual can be reduced 

either b y reducing the probability of the event or by lessening the magnitude 

or severity of the event involved. Similarly, in discussing the problems asso­

ciated with judging acceptable levels of risk, Fischhoff et al. (1981] def ined 

risk as the probability of a more specific outcome--reduced human health and 

death . They also acknowledge that the cause of the risk can be important to 

its perceived severity to the indi vidual. Both of these discussions of risk 

*Of course, in implementing these models, distinctions are drawn between 
chronic and acute health effects, materials damages, and aesthetics. In some 
of the individual sources of benefits, the empirical models have been developed 
as if there were thresholds below which no effect would b e experienced. 
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have been based on the results of experimental analyses of risk-taking behav­

ior along with actual observations of the decisions of individuals in accepting 

specific risks. Starr [1969] appears to have been the first to consider this 

latter approach to compare risks in order to provide an ind i rec t basis for iden­

tifying the characteristics of risks that influence individuals' willingness to 

accept them. While the studies following this tradition have been rather crude, 

they are nonetheless suggestive of a general issue that seems to emerge from 

both the experimental ( field and laboratory ) and indirect approaches to under­

standing behavior under uncertainty. It is best summarized by suggesting 

that there is a need for a type of hedonic function to describe risks. In 

effect, an individual's appraisal of the subjective level of r isk may well depend 

on the characteristics of that risk. Many psychological studies have contrib­

uted to identifying some of them. They would include (using primarily Litai' s 

[1980] terms): volition, severity, origin, effect manifestat ion, exposure pat­

tern, controllability, f amiliarity , ambiguity, and necessity. 

What is really at issue in modeling individual behavior in response t o risk 

is how we choose to reflect these characteristics in describing how individuals 

make specific decisions under uncertainty. As Arrow [1974) observed some 

time ago, the expected utility framework separates the tasks of risk perception 

and preference formation. For a state-independent specification of preferences, 

this separation is especially clear; with state-dependent specifications additional 

information describing the source of the state dependency is needed to maintain 

the separation. 

To begin operationalizing a hedonic view of the types of risks as they 

are perceived by individuals, there are two distinct modeling strategies . The 

first, which maintains the separation of preferences and perceptions, proposes 

what are often ad hoc rules for describing how one or more attributes of risk 

would affect the perceived risk level. This perceived risk is then used in an 

expected uti li t y model to describe behavior . In effect, optimal choices are 

separated from risk perception decisions. This is the approach implicitly used 

by Kahneman and Tversky [1979) with prospect theory and by a wide variety 

of other proposed alternatives to the expected utility framework ( see Schoe­

maker [1982)). Hogarth and Kunreuther1 s [1984) analysis of the role of ambi­

guity in risk perception is another interesting example of this approach. 
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The second approach would require a behavioral model of individual deci­

sionmaking under uncertainty that includes an explanation of risk perception 

decisions. This second strategy is an especially difficult one. It would des­

cribe the hedonic function for risk as an outcome of the optimizing decisions 

of households in relationship to the range of alternative sources of risk and 

thereby remove the separation of risk perception and preferences that is cen­

tral to the expected utility model.* 

At present, there are a few attempts that are moving .in the direction of 

developing such a model, but none of the frameworks offers a complete analysis 

of individual decisionmaking (see Bell [1982], and Loomes and Sugden [1982, 

1983] as examples ) . Nor will our conceptual analysis attempt to develop such 

a general framework. Rather, we have selected a more conventional expected 

utility model , w h ich allows for state-dependent preferences, and then , in our 

empirical analysis, we control the attributes of the risks presented to individ­

uals. By presenting two different types of risks (each carefully controlled 

through the descriptions given to our survey respondents), the empirical 

analysis proposes to add to the information available on the the role of the 

attributes of risk on individual behavior, but not to develop a framework that 

would deal with these attributes in a general way. The primary reason for 

our discussion of these issues at the outset of the analysis is to acknowledge 

that the attributes and context of the risks are important to individual behav ­

ior . Consequently, valuation estimates of risk changes for certain types of 

risks in specific contexts may not be relevant to comparable (in numerical 

terms) risk reductions of other types in other settings. 

2.5 THE SOURCES OF EXPOSURE RISK 

The basic premise that provides the link between our conceptual analysis 

of how households value hazardous waste management policies and changes in 

* It is important to note that in the hedonic models used in economics the 
market plays a crucial role in converting the hedonic function into a technical 
function for the individual, thereby providing a similar type of separation as 
to what has been used in expected utility analysis. While the hedonic price 
function is an equilibrium relationship, no one individual can affect it. Conse ­
quently, it is treated as a given for any single individual's decisions and 
choices are constrained by it. The risk perception process does not seem to 
have a comparable institution exerting discipline on the decisions of the house­
hold involved in appraising risks. 
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those policies is the assumption that those policy changes lead to risk reduc ­

tions. More stringent regulations for the disposal of hazardous wastes reduce 

the risk of exposure to those wastes for individuals. Consequently, the values 

attributed to the risk reductions become the consumers 1 valuation of the pol icy 

changes. In this section we discuss whether this view of the problem is rea­

sonable and its implications for the interpretation of our valuation estimates 

for policy decisions. This is accomplished by first describing hazardous mater­

ials, particularly the characteristics of those materials that are likely to be 

important to any evaluation of the impacts of exposures for ecological systems 

and human welfare. Following this discussion, we describe some examples or 

scenarios of how hazardous substances might enter the environment. These 

examples are then related to the types of exposure risks we have sought to 

model in our conceptual analysis and to estimate values for in our empirical 

work. 

2. 5. 1 Six Categories of Functional and Chemical Characteristics 

Hazardous materials can be placed in one of several categories based on 

their toxicity and degree of persistence in the environment. In a recent study 

of instances of environmental contamination by hazardous materials, the U.S. 

Environmental Protection Agency [1980, p. vi] offered a classification of haz ­

ardous substances with six categories reflecting the functional characteristics 

of substances in commerce and industry and their chemical characteristics. 

The following is a brief discussion of the most likely major environmental im­

pacts and fates of each of these categories. 

Solvents and Related Organics. This category includes such substances 

as benzene, trichloroethylene, chloroform, and toluene. Many of these sub­

stances are acutely toxic in high doses to humans and other organisms. On 

the other hand, most of these substances disperse rapidly in the environment 

and are subject to breakdown to relatively innocuous substances by a variety 

of chemical and biological processes. Accordingly, they have relatively short 

half lives in the environment. Some of these substances are known or sus ­

pected human or animal carcinogens and thus present a potential threat to hu­

man health , especially from long-term exposures at low levels. But due to the 

short half lives of t hese substances, such long-term chronic exposures are not 

likely except in the case of contamination of biologically inactive groundwater 
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aquifers or in the case of biogenic sources such as chlorination of drinking 

water containing naturally occurring organic compounds. 

Polychlorinated and Polybrominated Biphenyls . Polychlorinated biphenyls 

(PCBs) and polybrominated biphenyls (PBBs) are not readily degraded in the 

environment. PCBs are known to be widely dispersed throughout the environ­

ment, and detectable amounts of PCBs are present in the atmosphere around 

the earth, in the water column and sediments, and in the tissues of a variety 

of organisms ( National Academy of Sciences [ 1979)). PCBs can cause a variety 

of adverse effects on nonhuman species and have been classified as a possible 

human carcinogen (International Agency for Research on Cancer [ 1979]) . 

Pesticides. This is a heterogeneous category in terms of environmental 

impacts and persistence. Some types of pesticides--e. 9'., the organop_!1os­

phates--are acu t ely toxic but degrade quickly in the environment under most 

conditions and are not subject to bioaccumulation. On the other hand, the 

chlorinated hydrocarbon pesticides have long half lives in the environment and 

are subject to bioaccumulation. Long-term exposures to these substances and 

some of their degradation products are known to have adverse effects on non­

human species even at low levels. And several of these substances are sus­

pected human carcinogens. 

Inorganic Chemicals. This category includes such things as ammonia, 

cyanide, and various acids and bases. While many of t h ese substances may 

be highly toxic and/or corrosive, they tend to have short half lives in the 

environment because of processes such as oxidation (e.g., as for cyanide) or 

neutralization . 

Heavy Metals. Examples of this category include mercury, lead, chromi­

um, and cadmium. Heavy metals are obviously persistent in the environment. 

But they may become immobilized in sediments. Not a ll chemical forms of heavy 

metal compounds are subject to bioconcent ration. Some compounds are known 

to be toxic at relatively low doses over long periods of time. And some are 

known or suspected carcinogens. 

Waste Oi l s and Grease. Some components of waste oils and grease may 

be tox ic and / or carcinogenic. But most of the components of waste oil and 

grease are biodegradab le and have relatively short half lives in the environ­

ment. Waste oils are often contaminated with heavy metals and persistent 

organi c compounds such as PCBs. 
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In terms of enviromental impacts, the categories of hazardous materials 

described here differ primarily with respect to two characteristics--the nature 

.of their toxicity to humans and other organisms (acute or chronic toxicity) 

and thei r degree of environmental persistence (highly persi stent or relatively 

short half lives). Furthermore, those substances that are acutely toxic also 

tend to have short environmental half lives, while those substances that are 

toxic in long-term doses (some of which are known or suspected carcinogens) 

also tend to be highly persi stent in the environment. For this reason, two 

types of scenarios are offered in the following subsection. One type involves 

large quantities of acutely toxic substances with short environmental hal f lives, 

e.g., organic so lvents, some forms of pesticides, and such inorganic chemicals 

as cyanide and acids. The ot her type involves lower quantities of environmen ­

tally persistent and chronically toxic substances, such as PCBs, some forms 

of pesticides, and heavy metals. 

2.5.2 Three Exposure Scenarios 

To provide a more tang ible connection between the ways in which hazard­

ous wastes might enter the environment and the role of management pol icies in 

affecting these events, we have constructed three alternative scenarios of pos­

sible hazardous waste spills or uncontrolled releases and the patterns of health 

and ecological impacts Ii kely to be associated with them. It shou ld be noted 

that the scenarios des·cribed here are not meant to reflect al l possible signifi ­

cant events and ecological end points. Rather, they are meant to represent 

t he more typical or more Ii kely events involving hazardous wastes and events 

for which significant health and ecological and intrinsic effects are Ii kely. 

For each case the events are treated as random occurrences. The principal 

purpose of hazardous waste regulations is to reduce the probability of such 

events. Thus, these scenarios provide the basis for describing the ways in 

which risk reductions might arise from regulations on the disposal of hazardous 

wastes. 

Table 2-1 provides a summary description of Scenario A: Groundwater 

Contamination and Human Exposure. In this scenario acutely or chronically 

toxic. substances --e. g., PCBs , chlorinated hydrocarbon pesticides, heavy 

metals, organic solvents, or acids--are released from a poorly designed or un­

regulated surface or subsurface storage land disposal site. I f these materials 
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TABLE 2- 1. SCENARIO A : GROWING WATER 

CO NTAMINATION AND HUMAN EXPOSURE 


Substances : 	 PCBs , chlorinated hydrocarbon pesticides, heavy metals , organ ­
ic solvents 

Event: 	 Unregulated land storage or di sposal leads t o more or less con­
tinuous leaching of materials th rough t he soil to a groundwater 
aquifer used as a source of drinking water. 

Impact: 	 Human ex posure to toxic materials with the probability of ad­
verse health effects being an increasing function of the accumu­
lated dose for many substances. 

Forms of Economic Damages 

1. 	 Production/ Market Values: Increased cost of treatment or 
findi ng alternative municipal water supplies, once contam ­
inat ion is detected. 

2. 	 Use Va lues : Poor health and increased probability of fatal 
disease. 

Examples: 	 As reported in U.S. Environmental Protection Agency [1980]: 

1. Occidental Chemical Corp ., Lathrop , California, 1980 ( p. 3) 
2. Rocky Mounta in Arsenal, Colorado (p. 7) 
3. McKin Site, Gray, Ma ine (p. 14) 
4. Hooker Chemical, Muskegan , Michigan, 1979 (p. 18) 
5. St. Lou is 	Park , Minnesota (p . 20) 
6. Jackson TowFlship, New Jersey ( p . 26) 
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reach a significant aquifer , they have the potential for contaminating municipal 

water su ppli es and private wells. Thus, there is a probability of human expo­

sure to toxic materials that may cause cancer, mutations, and other adverse 

health effects. The probability of a specific adverse health effect given expo­

sure depends upon the potency or toxicity of the substances , t he dose received 

by each individual, and the genetic endowment and health of the individual 

exposed. For carcinogens, the probability of an effect given exposure is an 

increasing function of the accumulated dose. 

Regulations governing the design of storage and disposal sites serve to 

decrease the probability of exposure. Furthermore, regulations establishing 

groundwater men itoring programs serve to decrease the expected time interval 

between the onset of exposure to contaminated water and the time of detection 

at which point avoidance actions can be taken. Thus, regulations of the sec­

ond type may serve to reduce the probability of an effect given an exposure 

(depending on the substances involved). The combined effect is t o r educe 

the probability of an effect--i. e., to reduce the risk of adverse heal t h effects 

associated with exposure to hazardous wastes through the contamination of 

groundwater . 

A second scenario describing long-term effects on aquatic ecosystems is 

outlined in Table 2-2. This scenario also begins with the u nintended release 

of materials from storage or improper disposal. In this scenario these materials 

reach surface water systems where, because of their lack of biodegradability 

and persistence in the environment, they become widely dispersed. Many of 

these substances enter the food chain, which is likely to lead to reductions in 

the populations of sensitive sp ecies and their predators--e.g . , fish and fish ­

eating mammals and birds such as ospreys and eagles. Also, accumulation of 

these substances in body tissues could render some species of fish unsuitable 

for human consumption. 

In this scenario it seems reasonable to reflect on several reasons that 

individuals might value a risk change. First, contamination of surface waters 

increases the probability of exposure by increasing the potential pathways. 

Direct exposure through the water itself or "indirect" exposure through the 

effects of these substances in the food chain are two cases. Equally important, 

the contamination of fish or reduction in their populations could result in a loss 
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TABLE 2-2. SCENARIO B: LONG-TERM EFFECTS 

ON AQUATIC ECOSYSTEMS 


Substances: 	 Polychlorinated biphenyls (PCBs), chlorinated hydrocarbon pes ­
ticides, or heavy metals such as mercury, lead, or cadmium. 

Event: 	 Unregulated disposal or the breakdown of a poorly designed 
disposal site leads to the more or less continuous release of 
the substance into the environment. As a result of environmen­
tal transport via runoff, leaching, or migration through soils , 
the substance reaches surface water systems. As a result, 
the substance achieves wide di stribution throughout the aquatic 
ecosystem. 

Impact: 	 The accumulation of the substance in the food chain is likely 
to lead to reduct ions in the pop ulations of sensitive species and 
their predators. 

Forms of Econom ic Damages 

1. 	 Production/Market Values: Reduced productivity and har ­
vests of commercial fish species; loss of marketability of 
fish because of tissue contamination. 

2. 	 Use Values: Lost recreation opportunities because of lower 
populations of fish, water fowl, etc. Risk to human health 
through direct or indirect (food chain) exposures . 

3. 	 Nonuse/I ntrinsic Values: Losses due to increased threats 
to endangered species and fragile and/ or unique ecosys ­
tems. 

Examples: 	 As reported in U.S. Environmen tal Protection Agency [1980]: 

1. Hooker Chemical, Montague Plant, Muskegan , Michigan, 1979 
(p. 18) 

2. Waste Industries, Inc., New Hanover County, 1980 ( p. 29 ) 
3. ABM Wade, Pennsylvania (p. 35) 
4. Taft Forge, Inc., Howell, Michigan (p. 125) 
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of use values associated with recreational activities related to that wildlife. 

Reductions in the populations of water fowl due to direct toxicity or changes in 

the food chain could affect recreational hunting and viewing uses. There could 

also be increased risk of the loss of amenity values to the extent that reduc­

tions in the populations of nongame species and the mammals and birds that 

feed on them--e. g., otters , seals , loons, ospreys--reduce the opportunities 

for wildlife observation. Also, there could be existence and other intrinsic 

values associated with avoiding threats to the populations of species of aesthetic 

or emotional significance such as eagles, loons, or seals. 

Scenario C, summarized in Table 2-3, also focuses on ecological effects. 

Because of their short-term nature, the effects associated with this scenar io 

are not likely to increase the risk of losing the services that would be associ ­

ated with a form of existence values. The substances involved--organic sol­

vents, acids, etc. --are either biodegradable or neutralized rather q uickly in 

the environment. Thus, although there may be severe reductions in bio logical 

productivity and in populations of sensi tive species, once the materials are 

dispersed , populations are restored through recolonization and in-migrat ion. 

Of course, it is conceivable that for some substances, there could be long - term 

ecological effects as well as short-term impacts.* 

As has been noted above, all three of these scenarios have a common 

structure in that there is a set of adverse effects that might occur. The 

probability of their occurrence depends in large part on the probability of the 

release of the substances to the environment. The conceptual analysis in 

Chapters 3 through 5 and al I but one of t he survey questions have been based 

on cases resembling Scenario A. Thus , the risks are treated in our model 

and described in the survey questionnaire as being experienced by the mem­

bers of a househol d as a result of land-based disposal of hazardous substances. 

There are two aspect s of the descri ption in the survey questionnaire t hat 

are important to these scenarios. First, t he nature of the exposure to hazard­

* There is also a probability of human exposure and adverse health eff ects 
associated with poorly regulated concineration of hazardous wastes and subse­
quent airborne emissions. And human exposure could occur through contami ­
nation of soils and subsequent absorption through the skin or ingestion. The 
formal structure of these alter native scenarios is essentially the same as the 
all too common groundwater contamination scenario. 
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TA B LE 2 - 3. SCEN A R IO C : SHORT-TERM 

ACUTE ECOLOGICAL IMPACTS 


Substances: 	 Organic solvent , acid, or ino rganic toxic such as cyanide. 
Such substances are acutely toxic but have relatively short en ­
vironmental half Iives. 

Event: 	 An accidental spil l or breach from a poorly designed contain­
ment such as a lagoon. The substance quickly spreads to near­
by streams or lakes. 

Impact: 	 Heavy losses of aquatic organ isms including fish, and possible 
losses of fish-eating species. Because of dilution, neutraliza ­
tion, and/or biodegrad at ion, concentrations of the substance in 
the environment fall to backg roun d levels relatively rapidly. 
Species population recover through recolonization and in-migra ­
tion. 

Forms of Economic Damages 

1. 	 Use Values: Act ivit ies such as sports fishing an d boating 
are adver sely affected until t h e toxic material s are dis ­
persed or neutralized and the populations of the target 
species restore themselves . 

2. 	 Nonuse/I ntrinsic Values: Not Ii kely to be significant. 

Examples: 	 As reported in U.S. Envi ron menta l Pr otection Agen cy [ 1980): 

1. 	 Kern ersville, North Carolina, Reservoir (p. 27) 
2. 	 Byron, Illinois ( p. 18). 
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ous wastes i s not defined in physical terms but rather in terms of the outcome 

it implies. Exposure is described as sufficient to lead to death through an 

initially undefined heal th effect. The risk is described as the risk the inter­

viewed individual (or other member of the household) will die in 30 years as a 

result of exposure. So the presentation maintains that the exposure level (an 

issue discussed in Scenario A) would be sufficient to impose a risk o f the 

health effect. After questions associated with household exposures were dis­

cussed , our survey questionnaire did attempt to determine whether individuals 

had additional willingness to regulate the disposal of hazardous wastes to lower 

risks experienced by fish, wildlife, and plants. This is the second aspect of 

our framework that relates to the scenarios. That is, we attempted to capture 

just the ecological effects that were highlighted in Scenario B without a full 

description of the mechanism that leads to the risks to these species. It was 

done in a way that attempts to isolate each motivation for valuing a risk 

change, but did not explicitly distinguish user and nonuser motives for valuing 

the wildlife. 

2.6 SUMMARY 

This chapter has provided a brief overview of the organization of our 

conceptua l analysis of individual decisionmaking under uncertainty and its rela­

tionship to the issues we suggest are important to valuing regulations govern­

ing the management of hazardous wastes. These regulations are treated as 

reducing the risk of exposure to hazardous substances. Risk in our analysis 

is treated as synonymous with the probability of a well-defined even t. The 

event is an exposure to these materials that is sufficient to lead to a second 

stage risk of death. The second risk is explained to be the result of the in­

dividual's health and heredity. 

Finally, to explain how our analysis can be related to specific events and 

the associated pol icy actions involving hazardous wastes, we presented three 

examples of how hazardous wastes might enter .the environment and described 

the scenario that is most closely aligned w ith t he implicit circumstances under­

lying our conceptual and empiri cal analyses. 
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CHAPTER 3 

MODELING BEHAVIOR UNDER UNCERTAINTY: A HEURISTIC REVIEW 

3.1 INTRODUCTION 

Models of how individuals respond to uncertainty have been an important 

part of the theoretical contributions to microeconomics in the last 50 years. 

Today, interest in the results of these theoretical advances and in the pros­

pects for extensions of this work seems especially great. There are at least 

two factors contributing to this interest. First, and perhaps most important 

to the objectives of this research, there has been a growing public concern 

over risks that are imposed on households without their consent. These risks 

can arise from the actions of firms, other households, or the public sector. 

They take many forms--ranging from what is perceived as inadequate testing 

of new products to insufficient safety provisions in new technologies. More­

over, in some cases, there may be the perception that past decisions were 

based on incomplete information or failed to give appropriate attention to the 

future risks accompanying specific actions. The past disposal practices for 

hazardous wastes are a good example of discussions in this last category. 

The "surprises" associated with past disposal practices in a large number of 

cases such as the widely publicized examples of Love Canal, New York; Times 

Beach, Missouri; or Newark, New Jersey contribute to this perception. As a 

consequence, despite what many observers have suggested is a relatively low 

risk environment in the United States,* public policy has increasi.ngly focused 

*One of the most widely cited studies identifying this seemingly contradic­
tory behavior is associated with Douglas and Wildavsky (1982 ] . More recently, 
Slavic [ 1984] has noted that recent polls of corporate executives, members of 
the banking and i nvestment community, members of Congress and their a ides , 
Federal regulators, and the general public seem to suggest that "regardless 
of whether things actually are riskier , most people think they are now more 
risky. 11 (Slavic [1984), p. 2). 
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on the risk implications of new tech nologies and the role of social regulation, 

and public policies in general, for risk management.* 

At the same time, there has been growing concern over the validity of 

economic models for describing individual behavior under uncertainty. Experi­

mental tests of the assumptions and predictions of the most widely used frame­

work for modeling behavior under uncertainty--the expected utility model-­

appear to have found important violat ions of the model's assumptions and incon­

sistencies with its predictions (see Schoemaker (1980) and Machina (1 983] ) . 

These results have, in turn, stimulated research, both theoretical and empiri­

cal, to attempt to evaluate the plausibility of these findings and to understand 

the reasons for them. To date, there has not been a clear reconciliation of 

the available experimental evidence with the predictions of conventional eco­

nomic models of individual decisionmaking. The available alternatives to the 

expected utility model all suffer from significant limitations that restrict (or 

preclude) any one of them from serving as an effective basis for empirical 

analyses of individual behavior. t 

This chapter cannot do justice to the research in both of these areas. 

Summaries have already occupied several overview volumes of varying technical 

detail .t Our conceptual analysis will largely accept, as a maintained hypothe­

sis , the expected utility model as a description of individual behavior under 

uncertainty. While the empirical analysis is based on th ~ s conceptual frame­

work, it has been designed to allow consideration of the relevance of the ex­

pected utility model for explaining individuals' responses to risk. Chapter 7 

describes the relationship between our conceptual and the empirical analyses. 

The objective of this chapter is to explain the overall features of the expected 

uti l ity model and to discuss in more detai l several specific aspects of the 

framework that will be particularly relevant to our empirical analysis. More­

*See Lave [1981] and Huber [1983, 1984] for discussions of risk manage­
ment issues in a policy context. 

tSee Weinstein and Quinn [1983a] for a good overview of some aspects of 
these models and their Iimitations. 

tSee Hey [1979], Machina [1983), or Schoemaker [1980] for discussions of 
the theory and of limitations of the expected utility framework. See Fischhoff 
et al. [1981), Viscusi [1983], Lave [1981), or Crouch and Wilson [1982) for 
discussions of aspects of the treatment of risk in public policy decisions. 

3-2 



over, in developing this review we will consider, briefly , some of the diffi cul­

t ies raised with the expected utility framework in relationship to the object ives 

of our analysis. 

Section 3. 2 begins this overview wi t h a review of the assumptions of the 

model, an outline of the state-preference approach for describing it, and a 

discussion of the implications of the treatment of contingent claims as claims 

to commodities versus claims to income . In Section 3.3, the expect ed u t ility 

model is used together with the assumption of state-independent utility f u nc­

tions to describe the implications of changes in the probability of detrimental 

events and the measurement of risk aversion . Section 3. 4 describes the ra­

tionale for state- dependent pref erences and reconsiders several of these issues 

using this specification for consumer preferences. Section 3. 5 discusses some 

of the limitations of the expected utility model with special att ention t o t he 

issues of potential relevance to our empirical analysis; Section 3. 6 summarizes 

the chapter. 

3.2 THE EXPECTED UTILITY FRAMEWORK AND CONTINGENT CLAIMS 

Two concept ualizations of the process of individual choice under uncer­

tainty have been f requently used in economics. In the one we shall use--the 

state-preference approach--the objects of choice are redefined from what is 

assumed in conventional descriptions of consumer choice under certainty. T hey 

become contingent commodity (or income) claims. This means that they are 

entitlement s to goods or services under specified states of nature. I f i t is 

assumed ·that an individual is uncertain over the state o f nature that wi 11 be 

realized at the time his consumption decisions must be made, t hen this frame­

work describes the ind ividual as planning consumption choices contingent u pon 

which state of nature is realized. These plans are formalized through the 

selection of contingent commodities . These commodity claims are valid o n ly if 

t he state that is part of their description is realized. Thus, for examp le, an 

individual cannot exercise a claim to financial resources in the event of a dis­

abling injury unless the injury is experienced. 

An alternative description of behavior under uncertainty def ines the ob­

jects of choice as specif ic parameters describing the probabilit y distributions 

for something of interest to the individual, such as a commodity or income. 

What is important is that the specified sou r ce of uncertainty and the desc rip ­
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tion of the features of that uncertainty affect the utility realized by the indi ­

vidu al . For example, an ind ividual migh t be selecting actions that would 

change the mean income or its variance. The state-preference approach is 

more general than this parametric formulation of the problem. Of cou rse, as 

we might expect, there are assumptions that can be imposed on the state­

preference formulation to reduce it to this more restrictive approach. How­

ever, for our purposes, these assumptions are too restrictive. Therefore , 

since our analysis will use the first format, no attempt is made here to sum­

marize the second. 

The origin of the contingent claims approach is usually associated with 

Von Neumann and Morgenstern [1947], who deduced maximization of expected 

utility as the type of behavior implied by a set of assumptions on the features 

of decisionmaking under uncertainty. These assumptions are usually described 

with some variation on three axioms: transitivity of preferences over lotteries 

(or prospects), continu ity of preferences over lotteries, and the independence 

axiom. A prospect or lottery involves a listing of the ou tcomes in each state 

of nature and a specification of the probabilities for each state. Thus, if a 

prospect, A, involves two states, and if state one yields W1 with probability 

p, and state two yields with probability (1-p), then prospect A would beW2 

described as follows: 

Prospect A= (W 11 W2 , p, (1-p)) . 

Transitivity impl ies t h at if prospect A i s preferred to prospect B, and 

prospect B is preferred to prospect C, then A wil l also be preferred to C. 

Continuity is also similar to the assumption in conven t ional models without un­

certainty. If a sequence of prospects converges to a given prospect, then 

the utility generated by the sequence will converge to that generated by the 

given prospect. * 

Independence imp Iies that if an individua l prefers prospect A to B, then 

this preference should not be aff ected by whether the choice of A over B is 

in simple terms or if it is as a possible pri ze in a compound lottery (i .e. , the 

choice of a lottery involving A and another event C versus B and C where 

*See Machina [1983), pp. 5-7, for a more comp lete description of these 
conditions. 
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the odds of A and B are the same in the two compound lotteries). The impor­

tance of the independence assumption is that it gives the expected utility 

framework its empirical content by restricting the form of the pref erence func­

tionals (described over the distributions of lotteries) to be linear in the proba­

bilities--or the expected uti l ity. 

With this background we can turn to the form of the model usually pre­

sented in describing specific decision problems. To start the process, assume 

we have a utility function, U (X 1 , X 2 ), expressed in terms· of commodities X 1 

and X 2 . Since we are dealing with contingent claims, to describe the choice 

process we must distinguish claims by commodities and states. If there are N 

commodities and S states, we would consider N ·S contingent claims for the 

commodities. The conditions- governing the availability of any good can be 

different dependi n g upon the state of the wor ld one is considering. In our 

example, if there are two states of the world, then there must be four contin­

gent cla ims for a complete description of al I possibilities.* 

If we assume the probabilities of states one and two are p and (1-p), 

respectively, then the Von Neumann - Morgenstern util i ty function, V(.) , will 

be given as: 

( 3. 1) 

where 

X .. = contingent claim to commodity j in state i. 
IJ 

To describe how the representative individual responds to uncertain t y we 

must specify the constraints imposed on his maximization of Equation (3. 1). 

Before doing this, however, we should note that concavity of U(.) assures 

that V(.) will be concave. Therefore, Von Neumann-Morgenstern indifference 

curves will resemble or dinary indifference curves as in Figure 3 - 1 . This indi f ­

ference map is drawn holding one of the commodities constant in both states 

(i . e., and and allowing the state of nature to vary for the other.X 12 X 22 ) 

T he slope of the in difference curve is given as: 

*We have not discussed the potential role of secur i ties markets as a basis 
for reducing the number of markets from N S to N + S . See Arrow [ 1964] 
and Nagatani (1975] fo r discussion of these cases. 
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Planned 
Consumption 
of X 1 in State 1 

Planned Consumption 
of X1 in State 2 

Figure 3-1. Illustration of Von Neumann-Morgenstern indifference curve. 
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= (3.2) 


This is simply the negative of the ratio of the expected marginal utilities for 

the first commodity in each state. Of course, if we held state constant and 

considered the slope in terms of X 11 and X 12 , commodities one and two in state 

one, then it would be the conventional ratio of the marginal utilities wi t hout 

probabilities since they would be equal. This feature will be important to un­

derstanding the s i mplification of this model that has routinely been used in 

the literature. The contingent claims are generally described as claims to in­

come and not claims to commodities . Moreover, it has been argued that this 

approach can be adopted without a loss in the generality of the conclus ions. 

We shal I argue in what follows that th is conclusion is not entirely true. To 

do so, however, requires consideration o f t he constraints to individual choice. 

Therefore, we must describe what l imits the individual 1s efforts to maximize 

expected utility. 

The limits arise, as in conventional models of consumer choice, w i th a 

budget constraint . This constraint can be formulated in a variety of ways. 

In Equation (3. 3) we maintain that the individual has an income level, y, that 

constrains the planned choices of contingent commodities: 

where 

s .. = price of the contingent cla im for commodity j in state i. 
IJ 

We could have assumed that the individual was endowed with certain levels of 

contingent claims. Given fi xed prices for the claims, this would also lead to 

a fixed income for planned consumption. 

Optimal consumption plans in this framework require that the ratio of 

probability-weighted marginal utilities for cla ims associated with the same com­

modity in different states equals the ratio of the relevant prices and that, for 

different commodities in the same state, the ratio of the margina l utilities 

equals the relevant pr ice ratio . These two cases are given in Equations ( 3. 4) 

and (3.5) below: 
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MU 
Xu = ( 3.5 )

MUX 
12 

where 

= marginal utility of X ... 
IJ 

It is important to recognize that these prices are for contingent claims, 

not for the commodities themselves. Two aspects of this distinction will affect 

the int erpretation of our analysis. The first concerns the relationship between 

the prices for claims and the prices of commodities and the probabiliti es of 

states of nature. The second concerns the relationship between what might 

be designated the ex ante relative prices of the commodities (not the claims ) 

and the ex post prices of these commodities. The first of these issues is dis ­

cussed below. The second relates to an exchange between Arrow (1975] and 

Nagatani (1975) and the extent to which a full set of markets for contingent 

claims would lead to an ex post efficient allocation of resources. Since this 

second issue i s not directly relevant to our analysis , i t w i l l not be developed 

further here. * 

Clearly, the interpretation of these first - order conditions depends on the 

relationship between the prices of contingent commodity claims and the proba­

bilities for each state. If, for example, we assume that there exists a set of 

ex ante prices for the commodities X 1 and involved in these claims and thatX 2 

the prices for the contingent claims to them are simpl y the probability -weighted 

counterparts to these prices, then we can see directly an explanation for the 

simplifications used in most contin gent claims models. With these assumpt ions , 

the prices for contingent claims would be defined as follows: 

*As Nagatan i [1975 ) noted, it is important to recognize the prospects for 
differences in the ex ante and the ex post prices that might influence planning 
for purchases of contingent claims. If we are to assume individuals know the 
ex post prices, we must consider the mechanisms that permit this information 
to be realized ex ante. We will not consider these issues at this point bu t 
will return to the distinction between ex ante and ex post behavior in d i scus­
sion of the appropriate basis for welfare measures associated with policies that 
aff ect risk in Chapter 4. 
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S21 = (1-p) ti 
(3.6) 

S22 = (1 - p) t2 

where 

tj = the ex ante price for the jth commodity. 

With substitutions it can be demonstrated that the allocation of resources to 

claims for commodities in a given state is determined by the same conditions 

as in the certainty case--the marginal rate of substitution between the two 

goods equals the ex ante price ratio. To the extent ex ante commodity prices 

are the same as ex post commodity prices, then we can expect that the planned 

consumption choices under fair markets for contingent claims will lead to the 

same relative consumption incentives as the ex post relative prices would. 

Moreover, the optimal al location among claims to the same commodity for differ­

ent states of the world implies that the relevant marginal utilities will be equal ­

ized . 

These results and the assumptions associated with them provide the basis 

for understanding the implications of defining contingent claims in ter ms of 

income rather than in terms of commodities. In contrast to discussions of un ­

certainty used to develop models for analyzing option value (see, for example, 

Hartman and Plummer [1981 J, Plummer and Hartman [forthcoming] , or Freeman 

[ 1984a]), our analysis has not 11attached 11 the uncertainty to a specific variable 

affecting preferences . Rather, the individual is assumed to be uncertain over 

the state of nature but to have access to a complete set of markets for contin­

gent claims. If these markets are actuarially fair , and if it i s reasonable to 

assume ex ante commodity prices are equal to ex post prices, then it is clear 

that there is no need to distinguish commodities in evaluating an individual's 

allocation of resources with state-independent preferences. Indeed , we could 

further rela x t he assumptions specified above by allowing the prices of contin­

gent claims to be a product of a function of the probabilities and the ex ante 

prices for each good. Provided this function was the same for all commodity 

claims associated with a common state of nature, the marginal conditions gov­

erning their selections would be equivalent to the certainty case. Of course, 

selections of a commodity c laim differentiated across t h e states of nature would 
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be affected. These effects could be as easily described using income claims 

in lieu of commodity claims. Consequently , in nearly all work with contingent 

claims models, it ha~ been assumed that the utility function is actually an in­

direct utility function expressed in terms of income and commodity prices. 

Ex ante selections of commodities are assumed to be identical to ex post selec­

tions. Uncertainty and the ability to diversify risk were assumed to affect 

the allocations to income claims in each state. Since commodity choices are 

conditional upon available income, it was fe lt this simplification did not affect 

the description of individual behavior. We shall argue that, with state- depend­

ent preferences, these same arguments do l imit the relevance of the analysis. 

3.3 	 RISK AVERSION AND PROBABILITY CHANGE: STATE~INDEPENDENT 
UTILI T Y FUNCTIONS 

Risk aversion is associated with a concave utility funct ion. * It is often 

convenient to have an index of the degree of risk aversion. One of the most 

popular of these measures is associated with the work of Arrow [1965] and 

Pratt [1964]. It has been described by absolute and relative measures of risk 

aversion. The first, absolute risk aversion, can be defined in terms of the 

change in the marginal utility of income. Using the arguments discussed in 

Section 3.2, we replace our utility function with the corresponding indirect 

utility function and assume the prices of commodities are held constant. Let 

µ(y . ) designate the state-independent, indirect utility function associated with 
I 

claims to income in state i, y .. Since the prices of commodities are held con-
I 

stant, they have been omitted for simplicity in exposition. The Arrow-Pratt 

index of absolute risk aversion, e, is given in Equation ( 3 . 7), with the elasti ­

city formulation -- relative risk aversion, r- - given in Equation ( 3.8 ) : 

~ dy. 
e ( y. ) = I ( 3. 7)

I - d µ I 

dy.
I 

*The classic paper on the implications of risk aversion for behavior is 
Fr iedman and Savage (1948]. More recently, discussions of the concept of 
option value have debated the appropriate definition of r isk aversion in the 
evaluation of the sign of option value. See, for example, Schmal ensee [ 1972] 
and Bohm (1975). 
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1 . ~ 

y. dy. 

r ( y. ) = - y. 8 ( y. ) = I I ( 3.8)
I I I ~ 

dy. 
I 

While the first of these indexes can be seen as one means of measuring 

the concavity of the utility function, there are clearly many ways of providing 

a measure of curv.ature. The appeal of this measure arises· from the fact that 

it bears a direct relationship to the maximum expected income a risk - averse 

individual would forego rather than bear actuarially fair risks. 

This can be demonstrated using a fa i rly direct argument. Consider an 

individua l who is offered the prospect we shall designate as the random vari­

able, A, of an amount, a , in state one with probability, p, but a required 

payment of - ~ in state two with probabi l ity (1 - p). The expected va lue of1 -p 
the prospect is zero. A risk averse individual will not be indifferent between 

a situation in which he accepts the prospect and where he does not. Indeed, 

there is some payment, n, that he would make to avoid it. The maximum value 

of this payment is one that equalizes his expected utility from making the pay ­

ment and avoiding the risky prospect with expected utility of not making the 

payment but accepting the prospect as given in Equation (3 . 9 ): 

p µ(y -n) + (1 - p) µ(y-n) = p µ(y+a) + (1 - p) µ(y- ;_ep) ( 3.9) 

The left side of this equation reduces to µ( y -n), so we have: 

µ(y- n) = p µ(y+a) + (1-p) µ(y - a_pp) . ( 3.10)
1

To derive an appr oximate relationship for n , consider a Taylor series approxi­

mation for each side of Equation ( 3. 10). Expanding about a constant in come 

level y to first order t erms for the left side and second order for the right, 

we have: 

µ(y-n) ~ µ(y) - ~~µ + £ ( 3.11a) 

and 
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p µ( y+a) + ( 1-p) µ( y - l :) ~ µ( y) + a p *-a p * 
(3.11b) 

d 2 2 d 21 1+ - a2 p ~ + - ( .e..:_ ) a2 ~ + i:
2 dy 2 1-p dy I 

where 

t: and i: = the remainders fo the Taylor series expansions. 

Simplifying terms in Equation (3 . 11 b) and setting Equation (3. 11 a) equal to 

Equation (3.11 b) (as implied by our definition of n in Equation (3.9) and Equa­

tion ( 3 . 10) ) , we have : 

ndu 1 d2µ 
(3.12)µ(y) - dy = µ(y ) + 2 d? ~ a2 + (1 -p ) (f%-)2] 

Further simplification yields 

redµ 1 d 2 µ
- = - ~ Var (A) (3.13)

dy 2 dy I 

where 

Var (A)= variance of a (i . e., Var (A)= E(A 2 ) - (E(A))2 ). 

E(A) = 0 by definition of the prospect as actuarially fair. 

Therefore, the risk premium is a multiple of the variance associated with the 

uncertain prospect: 

re = 21 
e(yi) Var (A) . (3.14) 

The role of n in the shape of the utility function can also be illustrated 
-

with Von Neumann-Morgenstern indifference curves as in Figure 3-2. Let y 

designate the constant income starting point for evaluating the degree of risk 

aversion. It is given as point A on the 45° line with expected utility given a 

V 2 . The uncertain prospect described earlier is i llustrated by point B, a 

movement along t h e line designating state- dependent payments that are actu­

arially equivalent to y. The expected utility of B, V 1 , is less than at point 

A. To determine re, we need only consider the maximum constant payment 

(regardless of state) that would leave the individual indifferent to being at 

point B. This is given by the in tersection of V 1 with the 45° line, as at point 

C. Clearly, the flatter the indi fference curve, the smaller the difference be­
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Figure 3-2. Illustration of Arrow-Pratt measure of risk aversion. 
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tween C and A. For given Var(A), then, large values of 8 ( y.) will be asso­
1 

ciated with utility functions that are "more concave" and exhibit greater risk 

aversion. Smaller values of 8 ( y.) will be associated with smaller degrees of 
I 

risk aversion. 

Before discussing another aspect of the expected utility model with state­

independent preferences, it is important to note t hat our definition of the 

measure for the degree of risk aversion was able, because of the specification 

of the utility function, to avoid an important issue. This issue concerns the 

reference point and institutional framework assumed to be relevant in the mea ­

surement of the individual's degree of risk aversion. 

In the case of state-independent preferences, the point of constant and 

equal income claims across states will correspond to the optimal selection made 

by an individual facing actuar ially fair markets for contingent claims. This 

result is readily derived by considering maximization of the Von Neumann­

Morgenstern utility function subject to a constraint on purchased of income 

c laims (in a two- state framework ) , as in Equation (3.15) below: 

( 3.15) 

where 

r. = price for ith contingent claim for income. 
I 

The first order conditions imply that the ratio of expected marginal utili­

ties of income claims will equal the price ratio for those claims, as in Equation 

( 3.16 ) : 

p dµ(yl) 
dy - ~ (3 . 16 ) 

( 1-p) dµ(y 2 ) - r 2 
dy 

Actuarially fair markets imply ~ = _e_ . Therefore, claims will be allocated to 
r2 1 -p 

equalize the marginal utilities realized in each state. Since t.he utility function 

is -state independent, we can expect equali t y of total utility and of claims to 

income. Thus, the 45° line is simultaneously the locus of income certainty, 

utility certainty, and equality of marginal utilities. Selection of equal claims 
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to income in deriving a relationship between the curvature of the uti l ity func ­

tion and the risk premium has rather special implications that we return to 

below. 

As indicated earlier, our objective is to develop a conceptual framework 

and empirical estimates for a chan ge in the p robability of exposure to hazard­

ous wastes. Thus, it is important to consider how a change in the probability 

of a state would affect an individual's planned consumption choices. In the 

state- independent case, this is easily described. The Von· Neumann - Morgen­

stern utility function is a probability- weighted function of the utilities rea l ized 

in each state. A change in the probabili ty of any on e st ate changes all of 

the weights ( since these weights always sum to unity by definition). Thus 

the indifference map must shift as the probability changes . 

For the state- independent specification, the indifference curves will pivot 

about the 45° line. Along this line the cla ims to income will be equal . Thus, 

the slope of the indifference curves are g iven by the probability ratio . The 

marginal utilities are equal at the point of income equality (see Equation ( 3.2 ) 

for the case of commodity claims or Equation ( 3.16 ) for that of claims to in­

come). Figure 3 - 3 illustrates the process graphically. A movement from V 1 

to V 1 is associated with a flatt ening of the s lope- -a decrease in the p r obabi l ity 

of state one and increase of that for state two. 

Changes in p affect the risk experienced by the individual. This is easi­

ly established by considering the change in the risk premium, as in Equation 

(3.17) below: 

ore = 1 e( ) a Var (A) ( 3. 17 ) ap 2 Yi ap 

The results are not as clearcut when state- dependent preferences are 

used to describe t h e individu al ' s responses. In this case, the measure of risk 

aversion will be seen to also be affected b y changes in the probability. I t i s 

also important to recognize that the measure of risk itself depends on w hat i s 

assumed about the opportunities available for adj ustment to risk. The most 

direct way of illust rating the importance of this point is to note that we need 

not in itiate our evaluation of an actuarially .fair gamble at a point along the 

income certainty locus. 

3-15 




-------v, 

Figure 3-3. Illustration of change in probability on 

Von Neumann-Morgenstern indifference curve. 
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There are actually two distinct issues being raised in these comments. 

First, by starting the analysis along the income certainty locus, we implicitly 

assume that the gamble offered is the only risk facing the individual. Second, 

our analysi s of the risk premia assumes the individual has the equivalent of 

access to actuarially fair markets. It is difficult to i llustrate both points on a 

single diagram. The reason is that both the indifference curves and the po­

tential budget constraints (in the case of actuarial ly fair markets) change in 

response to changes in the probabilities of states of the nature. To attempt 

to describe the effects of these problems we have made several simplifying 

assumptions. The individual is uncertain about which of two states of nature 

will prevail. The likelihood of each state corresponds to the odds of a hypo­

thetical fair gamble that will be presented to him. In the absence of the gam­

ble, but with access to fair markets for contingent claims, the individual would 

select a point along a budget constraint with slope ~~P and the position would 

be affected by the income assumed to be available for contingent claims. Since 

the utility functions are state independent, this selection would lie along the 

45° line and would y ield a starting point for evaluating the effects of the fair 

gamble that is equivalent to the case of certainty. However, if the individual 's 

choices for adjustment to the fi r st type of risk are not actuarially fair ( i.e., 

his budget constraint does not have slope ~~p ), then the starting point is not 

along the 45° line. For example, using Figure 3-4, if the individual faces a 

budget constraint g iven by the line labeled T (with slope - !J..), point A 
r2 

would be selected as the constrained expected utility maximizing choice of 

planned claims. It wou ld not correspond to equal allocation of the planned 

budget to income claims for each state. 

Starting at this reference point and evaluating the second source of un­

certainty, the fair gamble leads to the potential for several different measures 

of the risk premium. One could, for example, consider following the Arrow­

Pratt logic by asking what is the maximum amount the individual wouid pay 

regardless of the state (i.e., state-independent payment) rather than experi­

ence the gamb le. The fair gamb le is given by the line with slope ~~p through 

A to B. With expected utility held at the level given by V 1 , we could consider 

equal payments from the point A to reach expected utility V 1 . Constructing 

a line through A parallel to· the 45° line, we can determine the risk premia by 
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Figure 3-4. Measuring risk aversion in absence of actuarially fair markets. 
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the difference · in · the coordinates of A and C, or ff in the diagram. This will 

differ from the value implied by initiating the analysis on the 45° line. Alter­

natively, we could consider adjustment to the expected utility implied by the 

game (i.e., V 1 ) using the contingents claims markets assumed to be available 

to the individual. This would amount to comparing the coordinates of the tan­

gencies of T with V 2 versus R with V 1 and would imply state-dependent risk 

prem ia. 

It should be acknowledged that in order to place both· risks on the same 

diagram we have made quite restrictive simplifying assumptions. These 

assumptions can have important implications for the relationship between risk 

premia and the Arrow-Pratt measures of risk aversion (see for example, Kihl ­

strom, Romer, and Wi II iams [ 1981] and Pratt [ 1982]). 

The objective of this section has been to describe conventional measures 

of risk aversion using a state-independent specification for individual utility. 

This analysis suggested that the conventional analysis of risk premia as mea­

s1,.1res of an ind ividual's degree of risk aversion may well be quite sensitive to 

the characterization of the individual decision process. Assumptions of only 

one risk, actuarially fair markets, and the income certainty reference point all 

influence the measures of risk premia derived from these models. This implies 

that when one evaluates the relevance of the expected utility framework in 

real world circumstances, the limitations imposed by these assumptions may 

well be as important to the observed performance of the framework as the ex­

pected uti Iity model itself. Indeed, when the assumption of state independence 

of preferences is relaxed, the problem of gauging the size of the risk premia 

expected to be associated with risk adverse preferences becomes even more 

difficult. 

3 . 4 THE IMPLICATIONS OF STATE-DEPENDENT UTILITY FUNCTIONS 

A state-dependent description of preferences has often been regarded as 

a controversial, if not an inconsistent, specifi.cation for an individual's prefer ­

ences. Early discussion of this possibility by Ma linvaud [1972] seemed to imply 

that t he specification simply reflected an inadequate specification of the model. 

The r ecent literature has seen a change in attitude, with growing acceptance 

of arguments made by Cook and Graham [1977] and Arrow [1974) (earlier in a 

somewhat obscure source) on the potential importance of the state-dependent 
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specification.* While Arrow's arguments focused on the modeling of insurance 

decisions involving health risks, we will argue that they have relevance to a 

wide range of risks . In justifying the state-dependent specification for his 

example , Arrow observes that 

income is not the only uncertainty, especially in the context of health 
insurance, and only under special and unreal istic circumstances can 
it be held that the other uncertainties have income equivalents . 
Put loosely, the marginal utility of income will in general depend 
not ~ on the amount of income but also ~ the state of the indi ­
vidual or, more generally, on the state of the world. (Arrow [ 1974] 
p. 2, emphasis added) 

Arrow also suggests that a state-dependent formulation can be derived from 

an axiomatic framework provided that we maintain that there are effects to an 

individual of being in a state that do not correspond to or translate into de­

cisions on purchases of goods or services or other types of income allocations. 

Thus , an individual's utility is affected by the state of nature, but there is 

no explicit relationship between how it is affected and changes in market- based 

economic activities . The state- dependent formulation imp l ies that some conse­

quences are not only impossible but irrelevant to some states of the world. 

As a result, the axiom (often postulated in the conventional framework) sug­

gesting that a consequence under any one state of the world is possib le under 

any other cannot be accommodated with the state- dependent specification. 

The 	use of a state-dependent formulation has a number of implications. 

Three are of direct relevance to our analysis: 

1. 	 Under a state- dependent specification, planned consumption 
activities will be distinct from ex post consumption choices even 
if the individual is assumed to face complete and actuarially 
fair markets for contingent claims with ex ante and ex post 
commodity pr ices equal. t 

*More recently, st ate-dependent utility functions have received consider­
able attention. See Karni [1983a, b], Karn i , Schmeidler, and Vind [1983], and 
Dionne and Eickhoudt [1983). 

tThis conclusion is simply an alternative statement of the fact that , with 
state-dependent preferences , the ex ante or planned expenditure function will 
not necessarily equal the expected value of the ex post expenditure functions 
associated with consumption choices made under each state of nature. 
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2. 	 Measurement of risk aversion in a state- dependent framework 
is a more complex and arbitrary process when the measures 
are required to have a re lationship with a risk premium. 

3. 	 Violations to the behavior implied by the expected utility frame ­
work can largely be explained within a state-dependent specifi ­
cation for utility. 

We will consider the first two of these implications in this section and return 

to the last as part of the brief overview, in the next section, of some of the 

v iolations to the expected utility framework encountered in studies of individual 

behavior under experimental conditions. 

To consider the first impl ication of the state-dependent formulation , we 

must return to the specification of individual choice developed in Section 3. 2 

and modify Equation (3 . 1) to reflect the state dependency as given below: 

(3 .19) 

The subscript to each utility function indicates different preferences for com ­

modities one and two. These di f ferences can arise, as Arrow [1974] and Cook 

and Graham [1977] have suggested , through some omitted factor that affects 

preferences and is conveyed "outside the available markets" with the state of 

nature (i.e., U.(X.
1

, x. ) might equal U(X.
1

, x .
2

, z.)) . For our purposes,
I I I 2	 I I I 

this source of state dependency need not be specified at this stage of our 

analysis. However, it wi l l be more · important to the p lanning for our empirical 

results. Indeed , state dependency can be regarded as a reflection of our ig­

norance of the factors that influence individual utility. Therefore, by adopting 

this specification to model decis ions under uncertainty, we are acknow ledg ing 

that there are aspects of the events at risk (or the risk itself) that affect 

individual well being and that we cannot identify. Given our incomplete infor­

mation, it is prudent t o assume that state of the world can matter to an indi­

vidual's utility. 

Repeating the constrained maximization of Equation (3. 19) subject to a 

budget constraint as defined with Equations (3. 3) and (3. 6) yields require­
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ments for equal ity between the marginal rates of substitution and relative 

prices for the two commodities in each state and equality of the marginal utility 

for each commodity overstates as in Equation ( 3. 20) below: 

MU 1 = MU 2 
(3.20) 

X i2 X22 

However, these conditions do not imply that the levels of contingent c laims 

for each commodity will be equalized across states. Accordingly, the allocation 

of income to each state will differ. Thus, the focus of income certainty and 

that for utility certainty will diverge, as illustrated in Figure 3-5. As Arrow 1s 

justification for state-dependent preferences suggested, the nature of the 

change in the marginal utility of income across states will determine where the 

optimal allocation of income among contingent claims will be in relationship to 

these loci. Indeed, this relationship forms the basis for the Cook-Graham 

classification of commod ities into irreplaceable (both normal or inferior) and 

replaceable. 

Moreover, these considerations have direct implications for the use of the 

expected utility framework. Consider, for example, the expenditure function 

that would describe an individuaf 1s planned consumption of the two commodities 

as price, income, and probabi l ities changed. This function is defined, for 

the two-state, two-commodity case, by Equation (3 .21): 

( 3.21) 

The planned expenditure function would then be given as follows: 

(3.22) 

With the state-independent specifications, we assume U 1(.) = U 2 (.). Moreover, 

with actuarially fair markets for contingent claims, Equation (3.6) would 

describe the relationship between the prices of claims and the probabilities. 
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Figure 3-5. The distinction between income certainty and util ity 
certainty loci with state-dependent preferences. 
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Taken together, they imply that aE/ap = 0 and that the planned or ex ante 

expenditure function would correspond to conventional static expenditure func­

tion.* In effect , the choice of the two commodities is unaffected by the exist ­

ence of uncertainty. Moreover, the valuation of polic ies that might affect the 

prices of one or both of the commodities, provided it does not affect the 

actuarially fair nature of these markets, can be determined using the static 

expenditure function. This appears to be one of the implications of Debreu's 

[1959] characterization of the process. Uncertainty does not affect the nature 

of planned behavior. t Moreover, it provides the basis for reassessing the 

definition of concepts of we lfare change in the presence of uncertainty . We 

have referred to this reassessment as a consideration of the perspective for 

benefit analysis. When ex ante_ and ex post characterizations of the determi­

nants of an individual's expenditures are equivalent, there is no d istinction 

between ex ante and ex post measures of a welfare change ( provided , of 

course, that ex ante and ex post commodity p r ices are the same). However, 

*If we describe the constrained optimization as 

G = pt1X11 + pt2X12 + (1 - p)t1X21 

+ (1-p ) t2X22 + .\[V - pU ( X 11 ,X12) - ( 1-p)U(X21 1X22)] 

with first order cond itions 

au( a ) = 0>-p ax
11 

= 

au( b ) = 0.\p aX12 = 

(c ) = (1-p)t1 = 0 

au( d ) = (1-p)t2 ,\(1-p) - - = 0
aX22 

( e ) = v 

then (a) and (c) together with (b) and (d) imply that X 11 = X21 and X 1 2 = 
X22 . Consequently, the problem can be reduced to an equivalent statement 
omitting distinctions for states of nature. 

t Th is requires that ex ante and ex post prices wi II be the same. 

= 0 I 
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when these expenditure functions are different, the measures of changes in 

well-being they imply will be different. Consequently, we w i ll return to the 

specific implications of these dist inctions in Chapter 4. 

However, when we relax the assumption of state- independent preferences, 

this reduction of the planned expenditures to the ex post function is not possi­

ble. This is easily established by considering the change in planned expendi­

tures with a change in the probability of state one under the t wo cases. 

We can, without loss of generality, use claims to irrcome in the state­

independent case. Maximization of expected util i ty subject to fair markets will 

imply that* (y1) = ~~ (y2), that µ(y1) = (y2), and, therefore, that y 1 = y 2 . 

The change in the ex ante expenditure function is given in Equation (3 .23) 

below: 

oE 
ap = (Y1 - Y2) + P ~~1 + (1-p) ~~2 = 0 . (3.23) 

This result follows because the first term on the left of Equation (3.20) is zero 

and t he last two sum to zero, since expected utility is held constant.* 

By contrast for the case of state-dependent preferences, maintaining the 

four contingent commodities identified in Equation (3. 19), we have 

oE 
ap (3.24) 

oE 
op = 

If we treat claims to income as akin to Hicksian composite commodities (i.e ., 

with fixed prices t 1 and t 2), we can rewrite Equation (3. 24) as fol lows: 

( 3.25) 

*The total differential for the Von Neumann-Morgenstern utility function 
in this case is g iven as: 

dV = µ(y1) - µ(y2) + P µ 1(Y1) ~ + (1-p) µ1 (Y2) ~ 
op dp 

Since µ(y1) = µ(y2), and µ 1 (y1) = µ 1 (y2) = y 2 . In addition, the constancyy 1 
of expected utility implies that 

(1-p) ~ 
op 
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where the marginal utility of income for state one is given as follows: 

The measurement of risk aversion with state- dependent preferences must 

also be distinguished from the state-independent case. Of course, it should 

be acknowledged that the difficulty arises in relating measures of the concavity 

of each state 1 s utility function to a single risk premium (or to a set of risk 

premia). It is always possible to measure risk aversion in terms of the degree 

of concavity of each state's utility function. What is at issue is developing a 

numerical index of how concavity would affect a risk averse individual 1 s re­

quired risk premium when confronted with an actuarially fair gamble. 

Two aspects of the extension to the state-dependent case are important. 

First, as we noted for the state- independent case, we must define the appro­

priate reference point. Second, it is important to consider the role of the 

institutions available for diversifying risk in judging an individual's risk premi­

um. However, that analysis did not pursue the full implications of institutions 

for risk premium. Indeed, the Arrow-Pratt definition imposes an institution 

(or payment mechanism) by assuming constant payment s across states. 

This requirement is not essential to the characterization of the individual 1 s 

attitude toward risk. Before developing this argument in detail, consider 

Karni 1 s [1983a] approach for measuring risk aversion with state-dependent 

preferences. He observed that, in the state - independent case, the coincidence 

of the income and utili t y certainty loci together with the locus of equilibrium 

selections of claims to income in the presence of actuarial I y fair markets elimi­

nates a difficult choice--what is the relevant reference point and how should 

it affect the adjustments assumed possible for the individual? 

Karni [1983a] argues for the locus of claims to income that will assure 

equality of the marginal utilities of income. In evaluating an actuarially fair 

gamble, regardless of the starting point , his analysis would measure r isk 

premia in terms of points equivalent to the starting and ending positions in 

terms of expected uti Iity but lying on the locus of equal marginal uti Iities. 

Figure 3-6 illustrates his case, where A designates the individual 1s initial 

3-26 



-p 

1-p 

v, 

Figure 3-6. Illustration of Karni's measure of risk aversion with 
state-dependent preferences. 
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endowment. Regardless of the size of the change that is offered as a fair 

gamble, Karni's proposa l focuses on the most preferred point along AA'- - the 

point B where expected utility would be greatest . At point C, the indi v idual 

realizes the same expected utility as A. T he maximum amou n t that would be 

paid for these fair prices corresponds in this setting to state differentiated 

payments- - rc 1 in state one and rc2 in state two (with rc2 f. rc 1 in general). 

This analysis could also have considered measuring risk in terms of t he 

utility certainty locus, where there is no risk experienced. _If D D' designates 

t hi s locus in Figure 3-6, a different set of premia would have been relevant-­

namely, 62 and 6 1 . Which choice is best depends on how the risk measure i s 

t o be used. And it is for this reason that our discussion of the ro le of differ­

ent opportunities for diversifying risk must be considered in appraising the 

degree of risk aversion of an individual. Simply stated, an individual' s aver­

sion to the risk in troduced by an uncertain situation wil l depend on his exist­

ing opportunities to adjust to risk. 

The definition of the Arrow-Pratt measure selects as a reference point 

the ri sk less locus of equal total uti l ity in each state for the case of state­

independent uti lity functions. This is only relevant if this point characterizes 

an individual's initial position. Moreover, the definition of the risk premia 

maintains state-independent payments. For the case of state -independent util­

ity with actuarially fair adjustment opportunities, t his point wi l l be the selec­

tion. However , it will not b e the selection if opportunities for adjustment do 

not imply con stant risk premia r egardless of state. Consider the case g iven 

in Figure 3 - 4. If the individual were allowed to adjus t based on the exi sting 

prices of claims (i .e., and r 2 ), the expected utility equivalent of B selectedr 1 

would have been G, not C. Our measure of risk aversion would depend upon 

how we treated t he state-differentiated premi a imp Iied by G. Similarly in the 

state- dependent case , the Karni reference set could be redefined to be the 

locus of income claims where MU y/MUY = r / r and risk premia measured
2 1 2 

with reference to it. This approach would also yield state-differentiated 

premia, and its implications would depend on how they were weighted in deriv­

ing a composite index of risk. 

At first this may seem to simply add to the confusion associated with 

character izing t he degree of risk aversion . We think thi s is an inappropriate 
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interpretation. The Arrow -Pratt concept o f a risk premium is simply one way 

of characterizing an individual' s va luation of avoiding a risky situation. By 

demonstrating that it is sensitive to the specification used to characterize indi­

vidual preferences and the opportunities available for adjusting to risk (i.e., 

the nature of markets for contingent claims), this section provides the basis 

for our conclusion, in Chapter 4, that the valuations of risk changes derived 

from the planned expenditure function will themselves depend on what is 

assumed about the individual 1s opportunities to adjust. Th·e problems associ ­

ated with defining an index of risk aversion with state-dependent preferences 

are reduced in this case becau se the changes in state-dependent payments are 

combined using prices of claims to form the change in planned expend itures. 

Thus, these results are a tangible reflection of the point made by Cook and 

Graham [1977]: the valuation of a change in p depend s on the individual's 

exi sting opportunities to adjust to risk. We have simply generalized this argu­

ment to acknowledge its importance to the characterizat ion of an individual 1s 

risk avers ion . 

3.5 THE PERFORMAN CE OF T H E EXPECTED UTILITY FRAMEWORK 

For the most part, evaluat ions of the expected utility framework, based 

on laboratory experiments, have questioned i ts relevance to real - world deci ­

sions. Indeed , Schoemaker's (1982] recent review article concluded its apprai­

sal by noting that 

As a descriptive model seeking insight into how dec isions are made, 
expected utility th eory fai l s on at least three counts. First , people 
do not structure problems as hol is tically and comprehen sively as 
expected utility theory suggests. Second , they do not proces s 
information, especially probabilities , according to the expected utility 
role. Finally, expected uti lity theory, as an "as if" model, poorly 
predicts choice in laboratory situations. Hence, it is doubtful that 
the expected utility theory should or could serve as a general 
descriptive model. (Schoemaker (1982], p. 552) 

A comparably pessimisti c view of the prospects for t h e expected uti l ity 

framework can be found in Slovic and Lichtenstein' s [1983) interpretative eval ­

uation of the evidence on the extent of preference reversals in the l itera ture. 

They concluded by calling for a radical modification in the expected utility 

framework. More specifically, they observed that 
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This review has attempted to show how preference reversals fit into 
a larger picture of information-processing effects, that as a whole, 
pose a collective cha Ilenge to preference theories for exceeding that 
from reversals alone. These effects seem unlikely to d isappear, even 
under rigorous scrutiny. Moreover, anything less than a radical 
modification of traditional theories is unlikely to accommodate these 
phenomena. (Slovic and Lichtenstein (1983], p. 603) 

T hese are two of a number of examples of the criticisms of the expected 

utility framework that could be cited based on the contradictions to it observed 

in laboratory experiments involving individual decisionmaking under uncertain­

ty. While the typical advocate for the expected u t ility model can always argue 

that the laboratory is not the real world and that a contradictory performance 

pattern in the former does not necessarily imply the same for the latter, this 

position has nonetheless become an increasingly difficult one to adopt. Indeed, 

as Machina [1983] has observed in discussing a similar criticism of the results 

from experiments that did not involve real money, 

if the primary defense of the expected utility mode as a real world 
descriptive model rests on t he presumed 11 rationality" of the typical 
economic agent, it seems odd to then assert that such agents are 
not rational or competent enough to correctly state how they would 
behave in some simple proposed choice situations. (Machina (1983], 
p. 90) 

There has been a growing tendency to argue that analyses involving the 

expected utility model are purely theoretical and to 11 apologize 11 for its use in 

empirical analysis. Since our theoretical analysis as well as our specification 

of hypotheses and models fo r analysis with the survey results wil l begin f rom 

conceptual analysis of individual behavior based on the expected utility frame­

work, it is important to review these experimental violations and to cons ider 

how they might influence our research efforts. 

Machina (1983) has recently prepared a detailed state- of - the- art appraisal 

of the theory of individual behavior involving risk including a careful appraisal 

of this experimental work. Our review will be based in large part on his 

work, supplemented b y the earlier work of Schoemaker (1980, 1982], S lovic 

and Lichtenstein (1983 ] , and others who are identified as they become rele­

vant. 

Evaluations of the expected utility model have tended to focus on two 

axioms--the independence axiom, the most specific assumption in terms of it s 
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effect on the model--and the transitivity axiom. The examinations of independ­

ence have found a wide variety of conditions that appear to lead to violations. 

For example, a common outcome is that consistent ratios of probabilities across 

pairs of prospects can lead to violations of choices that would have been ex­

pected based on the expected utility framework. Equally important, experimen­

tal behavior exhibits responses that are overly sensitive to changes in low 

probabilities for extreme or outlying events, a result that is inconsistent with 

the independence axiom. The violation of the independent condition is impor­

tant because it is crucial to our ability, using expected theory, to recover 

the Von Neumann-Morgenstern utility function. Under this theory, al I legiti­

mate recovery methods should yie ld the same utility function up to a positive 

linear transformation. Yet, a number of studies have found contradictions to 

this result. Equally important, violations have been found with the transitivity 

assumption, with the most important of these involving preference reversals. 

These reversals arise in the rankings individuals assign to risky prospects in 

comparison to the certainty equivalents they describe to be relevant to those 

prospects. Clearly, these find ings are important for any attempt to measure 

empirically the values of reducing hazardous waste risks. 

The most relevant question for benefits measurement is: How does one 

proceed in light of the empirical evidence for expected utility theory? Rather 

than consider the specific details of each of the types of experiments that have 

led to th is questioning of the expected utility framework, we accept findings 

at "face value. 11 Yet, we do not conclude that the framework is irrelevant for 

describing behavior under uncertainty. There are several reasons for this 

conclusion. First, all of the models have been based on a state-independent 

specification for the utility function. Once this assumption is changed, predic ­

tions concerning real world responses become much more difficult. Arrow 

[1974) anticipated this conclusion in his discussion of the role of state depend­

ency of the utility for the insurance decisions of households. Indeed, he ob ­

served that the state-dependent specification for utility posed significant prob­

lems for the behavioral interpretation of probability. Specifically, he noted 

that 

The expected utility theorem or hypothesis, especially in conjunction 
with the Bayesian concept of subjective probability, implies the 
meaningful separation of tastes (as represented by the utility func­
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tion) from beliefs (as represented by probabi l ities). But in the form 
(3) [the state-dependent specification], this separation is no longer 
operational... No set of observations can distinguish the probabili ­
ties from the utilities. ( Arrow (1974], p. 6 , n.1. )* 

Unfortunately, this potential explanation for observed violations has not 

been cons idered in any of the literature that is critical of the expected utility 

framework. t Th is is surprising since all of the proposed alternatives address 

the violations by specifying decision frameworks in which the separation of 

tastes and probabilities is also not really preserved. 

Of course, we would not want to "over interpret" the importance of state 

dependency for the simple laboratory setting. In most of these cases, poten ­

tial sources of state dependency for individuals' utility functions cannot be 

identified. Winning or losing is not a sufficient explanation. Thus, state de ­

pendency offers, in our judgment, a more plausible explanation for violations 

observed in real wo r ld settings . 

There are alternative explanations short of the 11 radical modificat ions" 

called for by Slavic and Lichtenstein (1983]. Indeed, they build upon much 

of the research in psychology on risk-taking behavior. This work has tended 

to call for models that replace either or both of the tastes / probabili ty formation 

dimensions of the expected uti l ity framework. For example, the assumption of 

cognitive limitations to decisionmaking has often led to the acceptance of a 

model that assumes bounded rationality to describe individual behavior. I ndi ­

viduals are postulated as using simplified models of complex processes or deci ­

sion circumstances and as acting according to those models. These frameworks 

cou ld be consi stent with probability assessments as they have been used in 

the expected utility framework. Clearly, this interpretation is consistent with 

the recent results of Viscusi and O'Connor [1984] with respect to compensating 

wage differentials and job risks. 

*Arrow attributes this insight to an unpublished paper by Herman Rubin. 

tMachina's (1982) work comes closest to identifying this point. His paper 
on the expected utility framework without the independence assumption analy­
ses behavior in response to distributions of probability mass defined over pay­
offs rather than states and does recogn ize that the assumption of the equiva­
lent of a state dependen"cy wou ld be one means of establ ish ing consisten cy be ­
tween the violations to the independence axiom and a reformulated expected 
utility hypothesis. 
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Alternatively, we might assume individuals utilize judgmental heuristics 

(Tversky and Kahneman (1974)) to appraise probabilities. In this case, 

assessm~nts of probabi l ities for specific events or outcomes depends on how 

representative the event is, the availability of information, and use of the most 

familiar aspect of the event to form an initial judgment with subsequent adjust­

ment based on its other aspects. * 

Both of these views of individual decisionmaking are part of a process of · 

trying to model how individuals process information. In ou.r view, this proc­

essing need not be inconsistent with the expected utility framework. Analysts 

may simply have done a poor job at communicating the experimental conditions 

or the problems at risk with respondents. In the real world, some situations 

involve repeated experience with uncertain phenomenon. With repeated trials, 

individuals are likely to improve their ability to form assessments of probabili­

ties, and we would therefore expect this experience to influence the results 

of evaluations of the expected utility model. By contrast, in the context of 

laboratory experiments, the same opportunities for learning are usually not 

avai lable. Consequently, the analyst must communicate the information to par­

ticipants to assure that this information can be acted upon in ways that are 

comparable to decisions in the real world. 

To deal with this requirement in our own analysis, we report in Chapter 8 

the results of an extensive set of discussion, or_ focus group, sessions con­

ducted as a part of the process of questionnaire ~evelopment. These activities 

were used to determine the wording, the methods for explaining probabilities, 

and the events at risk. They build on the experience of psychologists in their 

attempts to · model decisonmaking under uncer tainty but do not dismiss the ex ­

pected utility framework. They were an essential dimension of the research 

design and were required to respond to these violations to the expected utility 

framework. 

3.6 SUMMARY 

This chapter has provided a brief review of the state-preference approach 

to modeling individual behavior under uncertainty. This framework offers the 

*See Wallsten [1980] for a comparative analysis of the psychological ap­
proaches to decisionmaking under uncertainty, 
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most flexible approach for evaluating the role of risk in decisionmaking. States 

of nature can be defined to conform to the specific features of each problem. 

The individual is viewed as planning consumption contingent upon which of 

these states is realized. The constraints to these plans define the opport uni­

ties the individual has to adjust to the risk posed by uncertainty in the state 

of nature. 

Our review has largely focused on the expected utility model to describe 

individual behavior. Within this framework we have consider.ed the implicat ions 

of how individual preferences and constrain ts are defined. Since most of the 

literature has adopted a state-independent specification of preferences and im­

plicitly adopted the case of actuarially fair markets as a reference point , the 

analysis in th is chapter has considered the effects of modifications in this 

assumption for the expected utility description of behavior. 

Two points are especially relevant to the empirical analysis reported later 

in this volume. First, conventional measu r es of the extent of risk aversion 

have been based on state-independent preferences and have implicitly main ­

tained a speci f ic institutional mechanism for adjustment to risk. When both 

state- independent preferences and fair markets are maintained, the restrictive 

nature assumptions used to define the Arrow-Pratt index of risk aversion is 

not as easily identified. However, once each of these assumptions is relaxed, 

the definition of risk premia asso.ciated with actuarially fair gambles will depend 

on what is treated as t he reference point and the opportunities the individual 

is assumed to have avai Iable for adjusting to risk. 

Second, the violations to the expected uti I ity framework's assumptions 

found in experimental studies do not necessarily imply it is an i nappropriate 

basis for organizing our survey results. We have argued that these find ings 

imply the approach used in our questionnaire and survey must reflect an 

understanding of how to communicate risk and changes in risk to individuals. 

Moreover, these findings provide support for the adoption of a state-dependent 

speci fication of preferences. A l I of the tests of axioms of the expected uti Iity 

framework have maintained a stat e-independent specification for individual pref­

erences. As Arrow observed, state dependency, by eliminating the separation 

of tastes and beliefs, provides a mechanism for accommodating most of the in­

formal and formal models of individual decis ionmaking proposed as alternatives 
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to the expected utility framework. Of course, it is simply a reflection of our 

ignorance. Until we can speci fy the factors that lead to state-dependent pref­

erences and identify how they affect the marginal u t i I ity of income , we do not 

have a framework that offers sufficient understanding of individual decision­

making to permit predictive evaluation of individual responses to risk. Conse ­

quently, one dimension of our empirical analysis will be to identify the attri­

butes fo risk that might affect how individual preferences vary with the states 

of nature associated with our problem--the management of the disposal of haz­

ardous wastes. 
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CHAPTER 4 


THE ROLE OF THE EX ANTE AND EX POST PERSPECT IVES IN 

MEASURING WELFARE CHANGES UNDER UNCERTAINTY 


4.1 INTRODUCTION 

The need to va lue reductions in risk, which result from regulatory ac­

tions pertaining to hazardous wastes , has significant implications for trying to 

use conventional benefits measurement practices. In an attempt to address 

the most important of these implications, this chapter reconsiders the con­

ventional practices of benefits measurement in the absence of uncertainty 

and then addresses the role of analytical perspective--i. e., ex ante versus 

ex post--for the process of measuring changes in welfare under uncerta inty. 

Section 4.2 outlines the ways in which the effects of policy actions have been 

described in the past and how these effects would differ under conditions of 

uncertainty. Section 4. 3 explores the appl icability of the ex ante and ex post 

analytical perspectives for measuring the welfare changes from policy actions 

governing hazardous waste management. Section 4. 4 defines use and intrinsic 

values within the ex ante framework, and Section 4.5 summarizes the implica­

tions of the ex ante framework for the definition of valuation concepts for risk 

reductions and further research on welfare measurement in the presence of 

uncertainty. 

4.2 BACKGROUND 

As it has been developed in applied welfare economics, the theory and 

practice of benefit measurement has largely been concerned with valuing goods 

or services under condit ions of certainty. In evaluating the benefits associated 

w i th a r egulation or other policy action , the practice has been to relate the 

action involved to some change in the prices facing individual households (and 

firms) or to the quantities of goods or services they consume under defined 
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conditions of access.* Once these changes are described, valuation measures 

can be defined in a Marshallian (i. e. , holding household income constant) or 

Hicksian (i.e., holding household utility constant) framework. As a rule, the 

household has been assumed to select its consumption choices in a world of 

certainty, and the policy change itself is assumed to be certain. Of course, 

most of the specific applications of benefits analysis have acknowledged the 

difficulties associated with translating the specific policy decision into an im­

plied price or quantity change . In some cases, these difficulties have led to 

efforts to define a range of scenarios in an effort to capture the uncertainties 

inherent in describing the intervening mechanism that connects the policy to 

the outcome. Indeed, the use of scenarios designed in this way has come to 

be accepted as one way of reflecting the implications of this form of uncertainty 

for the results of benefit-cost analyses. 

This kind of uncertainty might be called planner's or policy uncertainty. 

Analytical models and concepts such as statistical decision theory, the value of 

information, and quasi-option value have been developed to help policy analysts 

deal with this type of uncertainty. In particular, these methods attempt to de­

velop approaches to organize information and decision rules that explicitly take 

account of the uncertainty concerning the magnitudes of variables relevant to 

their decisions (e.g., benefits and costs ). However, none of these analytical 

tools recognizes that individuals will modify their decisions in the presence of 

uncertainty. Consequently, uncertainty facing economic agent s can affect how 

they will value the services (or price change) delivered by a policy. 

In this chapter, we develop a working description of individual uncer ­

tainty--that form of uncertainty faced by individuals who are users or poten­

t ial users of an environmental resource. For example, individual users of a 

*The term cond itions of access in this context refers to how the individual 
is allowed to use a resource. Where private firms do not decide the amounts 
to be available (e.g., a government agency providing 11 protection" from risks 
of exposure to hazardous wastes through regulations), conditions of access 
can involve nonprice rationing conditions and/or uncertainty over the levels 
available for any specified set of terms. This means that an individual might 
be viewed as bidding for an improved likelihood of realizing some desirable 
state. Maler (1984) has recently demonstrated that a change in the probability 
of some desired state characterized in terms of having more of some environ­
mental amenity (or other commodity) can be treated as equivalent to a change 
in the quantity of the amenity with unchanged odds. 
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contaminated groundwater aquif er may face a higher probabi lity of developing 

cancer. Similarly, individuals may also be uncertain whether a particular 

unique and irreplaceable environmental resource will be available for thei r use 

at some future date, or they may be uncertain whether they will actually want 

to use that resource in the future. 

To consider the implications of this type of uncertainty, we need to spe­

cify the model describing how household choices are made in the presence of 

the uncertainty of interest and then evaluate the welfare ·implications of the 

proposed changes within it. That is, the analytical problem is to expl icitly 

incorporate uncertainty in the models of individual choice and to deduce the 

implications of that uncertainty for the measurement of welfare changes associ­

ated with policies dealing with environmental resources . The resulting benefit 

measures will differ from those derived under the assumption of certainty. 

As we noted in the preface to Part I, we have adopted the expected util­

ity framework as the basis for describing individual choice under uncertainty. 

Based on this framework, Chapter 5 develops the specific benefit measures 

proposed for valuing reductions in the risks of exposure to hazardous wastes. 

However, before proceeding to a discussion of these proposed benefit measures, 

it is important first to consider the implications of individual uncertainty for 

existing benefit analysis and the analytical perspective used in benefit analysis. 

Most conventional analyses have described policies in . terms of changes in 

either prices or quantities (because these have been the basis used to define 

the avai lable welfare measures). Using this type of approach to incorporate 

individua l uncertainty would require that we specify a model of individual deci ­

sionmaking under uncertainty to describe how individuals would value some 

changes in the price or quant ity of an environmen tal resource under t hese 

circumstances and then use it to evaluate the policy-induced change. Alterna­

tively, we might describe the policy as changing the nature of the uncertainty 

itself. In this case, we would be focusing on a set of new parameters that 

are added to the exogenous factors that affect household behavior with the 

introduction of uncertainty- - namely, the probabilities of the states of nature. 

These probabilities could reflect the individual's uncertainty as to the vector 

of prices in alternative states of nature, the incomes to be received in alterna­

tive states, or the magnitude of some other state variable describing conditions 

4-3 




that are important to an individual's utility, including health status, availability 

of an environmental resource, and so forth.* 

The second aspect of this reconsideration concerns the measure of indi­

vidual welfare--what we have designated the 11 perspective for welfare analysis, 11 

ex ante or ex post? t An ex ante perspective is one in which we view the in­

dividuals as planning actions that he would take contingent upon the state of 

the world. It may be tempting to suggest that, in an ex ante framework, a 

measure of the change in an individual's welfare as a result of a policy increas­

ing the l ikelihood of some desirable outcome is the individual's willingness to 

pay for the change before the uncertainty over states of nature is resolved. 

Indeed, several studies have used this convention (e.g., see Jones-Lee 

(1974]). However, this definition makes a subtle assumption. When we con­

sider an individual's planned consumption, we define those plans for each st ate 

of nature. That is, consumption choices are described as contingent in that 

they suggest what the individual would plan to do as if the state of nature 

were realized. By specifying a constant willingness to pay, we are implicitly 

assuming it will be made irrespective of the state of nature. Therefore, this 

very definition includes an assumption about the mechanisms constraining how 

an individual can plan. If plans involve contingent consumpt ion choices, there 

is no reason that we cannot define contingen t payments--the payments an indi­

vidual would be willing to make in each state of nature if the policy was imple­

mented. Indeed, the appropriate welfare change measure would be the set of 

payments with the policy that yielded the same expected uti l ity avai lable with­

out the policy and without the payments. Of course, there is not one such 

set of payments but an infinite set of payments. Indeed, this is simply one 

description of the Graham (1981] willingness-to-pay locus. 

How, then , does one defin e a welfare change in an ex ante framework? 

It would seem that the definition itself requires an assumption with respect to 

what characterizes the institut ions avai Iable for individual adjustment s. In 

short, what are the constraints to how these payment vectors might be defined? 

*This is consistent with the approach adopted by Cook and Graham (1977] 
and more recently proposed by Simmons (1983]. 

tThis question was first raised in the context of environmental regulation 
by Smith and Desvousges (1983]. 
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Once this is specified, the appropriate welfare measure is the change in the 

planned expenditures required to realize a constant expected utility under the 

policy compared to the planned expenditures required for that level of utility 

without the policy. Clearly, t hat expenditure function is defined conditional 

upon the specification of mechanisms constraining the state-dependent pay­

ments. 

By contrast, an ex post definition requires two analyses to define the 

willingness to pay. The first considers an individual's wil tingness to pay for 

the outcomes imp l ied by the policy action under each of the possible states of 

nature. These evaluations must be conducted with each outcome considered 

as a choice in the absence of uncertainty. The second step involves the calcu­

lation of the expected value of these individual state-specific welfare measures-­

i .e., generally, the expected value of the compensating surplus values associ­

ated with each state. 

It should be clear that these two perspectives on the treatment of uncer­

tainty (i.e., ex ante and ex post) need not yield the same valuation estimates. * 

One important element affecting differences in these valuation estimates is the 

set of opportunities available for diversifying risk. An individual's valuation 

of a change in the probability of some adverse event will depend upon the 

extent to which the event can be insured against. t For example, if the events 

can be expressed exclusively in financial terms, a risk-adverse individual, 

with access to actuarially fair insurance, wil l insure until he is indifferent to 

the outcome (in ex ante terms) .t These two features are f urther discussed 

in Section 4.3 below. 

Use values have generally been defined as some form of consumer surplus 

( either Marshall's consumer surplus or the Hicksian compensating or equivalent 

measures). These are ex post measures of benefits. By contrast, the timeless 

*As we show in Section 4. 3, it turns out that much of the controversy 
over option value can be interpreted as a question of perspective. See B i shop 
[1982] and Smith [1983] for recent reviews of the option value problem. The 
question of perspective has considerable relevance to the controversy over 
estimating the value of "statistical lives. 11 See Ulph [1982] for further dis­
cussion. 

tThis point was clearly demonstrated by Cook and Graham [1977]. 

tThis conclusion assumes state-independent utility functions. 
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definition of option price is based on an ex ante perspective. Therefore, one 

component of the nonu ser benefits, the option va lue, actually mixes these two 

perspectives by decomposing the option price into the expected consumer sur­

p lus and the option value. Thi s mixing of perspectives arises because meas­

ures for distinct components of the total benefits derived from environmental 

resources have been defined from what are fundamentally different models of 

the individual 1s decision process. Yet the results are treated as if they were 

fully compatible. In the next section we present an introduction to the issues 

associated with c lassifying the types of benefits within an ex ante framework. 

4.3 EX ANTE VS. EX POST PERSPECTIVES 

An ex ante social welfare f unction makes social welfare a function of the 

expected utilities of the individuals in the society, while an ex post social wel­

fare function makes social welfare equal to the expected value of the social 

welfares realized in alternative states of nature. The choice of an ex ante 

ver sus an ex post wel f ar e measure involves fundamental questions of welfare 

theory--in particular, the role of equity in societa l welfare and the way equity 

is defined. Broadly speaking, ex ante social welfare functions reflect a social 

concern with the equity of opportunity in the expected value sense, while 

ex post social welfare functions reflect a concern with the equity of outcomes. 

Consider a society that has adopted a social welfare function reflecting 

its ethical judgments concerning equity and has undertaken the redistributions 

of wea lth and/or taxes and transfer payments necessary to achieve a social 

welfare maximum at some given point in time. Suppose also that new invest­
' ment opportunity is being considered that would alter the distribution of in­

comes and utilities in different ways in various states of nature. If the project 

is undertaken, then society will wish to levy taxes and make compensating pay­

ments to restore the optimum distribution of outcomes after the state of nature 

has been revealed. The consumer surplus changes provide a basis for deter­

minin g the requ i red taxes and compensation , and the expected value of aggre­

gate consumer surplus is an indicator of whether the payments can be made 

without making anyone worse off. 

Now let us assume that the society has chosen an ex ante social welfare 

function. Thus, the focus of attention for benefit-cost analysis is changed to 

expected utilities and their monetary equivalents. How are these monetary 
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equivalents to be measured? Option price is only one of many possible ways 

of defining a monetary equivalent for a change in expected utility. We will 

show that the appropriate way of defining the monetary equivalent depends 

upon particular c ircumstances, including the opportunities for diversifying 

risks through contingent claims markets and the institutional feasibility of en ­

forcing alternative contingent payment schemes . 

The expected value of consumer surplus is an ex post measure in that it 

focuses on the realized outcomes of policy choices. Evaluating policies in terms 

of the planned expenditures required to maintain a constant expected utility, 

which may reflect risk aversion, is the basis for ex ante welfare measurement. 

Option price is an ex ante measure of the increment associated with planned 

expenditures under one institutional framework for making state-specific pay­

ments. In particular, it is t hat state-independent payment that makes the 

expected utility with the policy exactly equal to the expected utility without 

the pol icy. 

The presence of uncertainty for measuring individual welfare creates dis­

tinctions between ex ante and ex post perspectives analogous to those dis ­

cussed by Ulph [ 1982] and d iscussed above for the specification of society 's 

welfare function. To illustrat e these diff erences in specific terms, consider 

the ex post case and the conventional description of consumer choice, where 

individual decisions are assumed to be made under conditions of certainty. In 

this setting we can describe the individual as minimizing the expenditures made 

on all goods and services to r ealize a given utility level. If X. describes the 
I 

consumption of the ith commodity I pi its price, and uex 1 t X2, ... xn) theI 

individual's utility, then Equation ( 4. 1) defines the expenditure (or cost) func ­

tion for the individual: 

E( Plt P2 , .•. , P , U) =Min 
n 

Two further assumptions must be made. First, we will assume that the re ­

source is a nonmarketed good, some of whose services are available without 

any need to travel or otherwise gain access to them. Second, we wi 11 assume 

there is at least one observable (and implicitly priced) measure of the use. 
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Adding an argument (Q) to U(.) for the resource's contribution to satisfaction 

that is disassociated with the individual's use of it satisfies the first require­

ment, and selecting one or more X. 1s as measures of use is consistent with 
I 

the second. 

If there is only one measure of 11 priced 11 use, say X 1 , then the compen­

sating variation (CV) measure of the value of the site when the level available 

of the resource is Q is given in Equation ( 4. 2): 

( 4. 2) 

Introducing Q into the utility function together with the specification of a fixed 

level of the resource that is available for uses not necessarily reflected in X 1 

(namely Q) leads to the expenditure functions in Equation ( 4. 2). Compensat ­

ing variation is the difference in the expenditures that would be made at the 
11 choke, 11 P1 (Q) (i.e . , the price at which X 1 = O), and those at the actual 

price, P1 , for a given level of utility, given values for all other prices and 

Q. It is the maximum amount an individual would pay for the lower price of 

X 1 (i.e., from P1 (Q) to P1 ). It is important to note that the choke price 

for X 1 is assumed to also be related to the level of Q. 
It is also possible to use t he framework to describe other motivations for 

valuing the resource, Q--the nonuser or intrinsic values that individuals might 

realize as a result of the existence of the resource amenities at particular lev­

els or the increments to these values because of increments to the resources. 

This distinction has played an important ro le in the classification of the bene­

f its associated with changes in environmental resources, and we will return to 

it in the next section and in Chapter 6. Our objective here is to compare the 

ex ante and ex post perspectives for welfare measurement. Thus, consider 

the description of a measure of change in ex ante well-being. Here we will 

also use a different type of expenditure function. In th is case, the individual 

is viewed as planning consumption so that each commodity is defined as a cl.aim 

for consumption of that commodity contingent upon realization of a state of na­

ture. Following the same format developed i n Chapter 3, we have the planned 

expenditure function ( given state-dependent preferences ) defined as follows: 
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n1 , n2_, ... , nK _1 , 1 - 2 n. ; EU) = (4.3 )

I
i=1 


K N K 

Min [ L 2 P.. X .. EU = I n. u. (Xi1 , xiZ'

IJ IJ i=1 I Ii=1 j =1 

where 

x.. = contingent claim to commodity j in state i 
IJ 

P .. = the prices of contingent claims (the s.. in the notation of
IJ 1Chapter 3). J 

Equation (4.3) is simply a generalization of the two-commodity, two-state case 

developed in Chapter 3. In this case, there are N commodities and K states. 

If we assume a complete ·set of markets for contingent cla ims, there are N · K 

such prices. 

To define option price in this framework, however, we must make some 

additional assumptions . In particular, if we assume that Q enters at least one 

of the state-dependent utility functions and that \ designates the state ­
1 

dependent, planned consumption of use of Q, then option price can be defined 

in terms of the expenditure function (with Q as an argument) given in Equa­

tion ( 4. 4): 

K-1 
n1 , n

2 
, .. . , 1 - 2 

i=1 
n.;

I 
O; EU) 

( 4. 4 ) . 

K-1 
n

1
, n

2
, . .. , 1 - 2 n. ; Q; EU ) 

I
i=1 
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Two points should be noted in this definition. A zero value for Q (as in the 

first term on the right side of Equation ( 4. 4)) is assumed to imply that no 

use of the resource can take place when Q = 0. Q must be positive for use 

to take place. In this case, the option price is for a level of Q of the re­

source. Also the price of use in any state, Pi
1

, has been assumed to be zero 

in al I states. We wil I argue that this is consistent with the original definition 

of the option price. It precludes state-dependent payments for use of the ser­

vices of the resource. However, it should be acknowledge·d that our original 

def inition of option price was unclear about the per-unit charges for the use 

of the resource. Under one interpretation, only a constant price for xi 1 over 

all states of nature is required. While this would hold constant the per-un it 

charge for across states, planned total expenditures for use would be state 

dependent because the planned state-dependent consumption levels could vary. 

This would seem to violate the intentions of the original definition of the option 

price. Alternatively, it could be suggested that the payment of an option 

price was only to ensure access. Therefore, under this view, one would define 

the option price as the payment for access. The fact that payments for con­

sumption levels would be state dependent does not in this case affect the con­

st ancy of the payment for access and the definition of option price as a state­

ment independent payment for access. Either assumption can be accommodated 

in our analysis. Regardless of the view of the process that describes how 

the resource is allocated (i.e., one payment for guaranteed access and then 

payments for use or simply a payment for use), the basic point of the analysis 

remains unchangec;I. 

With this background, it is now possible to use the two types of expendi­

ture functions in the definition of the option value (OV). The conventional 

definition for option value is given in Equation (4.5): 

K 
OV = OP - r n. CV. (4.5)

I Ii=1 

Substituting from Equation ( 4. 4) for the option price (assuming the price for 

planned use is constant at zero), we have 
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K 
OV = E (O; P, n:; O; EU) E (O; P; n:; Q, EU) I n:. CV. (4.6) 

i=1 I I 

To reduce the complexity of the notation, we have represented the set of zeros 

for the prices of contingent claims to x w ith a single zero, the prices of other
1 

contingent Claims With PI and the Set Of probabilities With n. 
We can also replace each of the CV.'s in Equation (4.6) using their defini ­' . 

tion in terms of the ex post expenditure function (e.g., Equation (4.2)). 

That is, we repeat the process defining the ex post expenditure function with 

each state-dependent utility function, derive the corresponding express.ion for 

CV i, and substitute each expression in Equation ( 4. 6). Option value, OV, is 

now given as Equation ( 4. 7): 

ov = E (O; P, 71: I 0, EU) E (0 i P·I n:. 
I Q, EU) 

(4. 7) 

K 
I n:. 

I
i=1 

[E.(P1(Q),
I P2' P3, ... ' Q, u) - E. ( p 1 I 

I 
P2, ... , Q u) J 

Equation (4. 7 ) illustrates how option value mixes two perspectives for individ ­

ual decisionmaking. The first is the planned or ex ante view of consumption, 

while· the second utilizes the ex post orientation in defining benefits from use 

of the resource. This conclusion that opt ion value mixes perspectives is un­

changed if we assume that consistency requires we assume that the actual price 

for use of the services of the resource (i.e. , P 1 ) is nonzero. 

To illustrate the importance of the difference, consider an alternative 

definition for user values based on the ex penditure function associated with 

planned consumption. Letting xi designate the contingent claim associated
1 

with use in the ith state , the value of planned use would be the difference in 

expenditures when the prices of the contingent claims for X 1 are at the choke 

levels for planned consumption and the expenditures are at existing prices, 

as in Equation (4.8): 
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p 
= E ( p 11 I p21 I • • • I PK1 I p12' • • • I PKN; 1'(1 I n2' • • • I 

K-1 
1 - l n.; Q; EU) 

i=1 I ( 4.8) 

- E (P11' p21' .. . ' p K1' p12' • • • I PKN; n1' n2' ... ' 

K-1 

1 - l n.; Q; EU)


Ii=1 

With state-dependent preferences we do not , in general, expect that CV P will 

equal the expected compensating variation calculated ex post from each utility 
K 

function (i.e., CV 'f l n.CV.). The difference between option price and the 
p i=11 I 

planned consumption value appears to offer yet another potential definition for 

option value. However, this interpretation is misleading. CV p describes 

planned user values under one set of institutional arrangements for the con ­

t ingent claims, including those that have been identified to be associated with 

use of the resource (i.e., the Xi,'s). These institutions are not compatible 

wi th either definition of the option price. 

We could, of course, modify our defini t ion of the option price and assume 

it was defined with constant, b u t nonzero , prices per unit of use ( i.e. , Pi = 
1 

constant for al I i). Of course, without pay ment of the option price, no con­

sumption would be possible. In this case, we have a different value for the 

option value. It is also important to acknowledge in evaluating this definition 

that it appears to be similar to the McConnell (1983] definition of ex istence 

value. In comparing these two definitions, option price plays a role analogous 

to the total value of the resource. However, there is a difference that again 

reflects the importance of the opportunities for adjustment. Our definition of 

CV P allows the prices of claims to x to vary with the state of nature. The
1 

definition of option price precludes this possibility since it assumes they are 

ei ther all zero or all constant. 

The difference between option price an d use value based on the expendi­

ture function derived from planned consumpt ion choices is not an option value. 

It is a reflection of both nonuse values and the institutions we assume are 
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available to individuals. Equally important, it highlights an additional dimen­

sion of modeling individuals 1 behavior under uncertainty and the implications 

of these models for benefits analysis. Basically, this issue relates to the ref­

erence point at which we initiate the analysis. 

Option value, as conventionally defined, compares the option price with a 

point on the income certainty locus that is defined by the expected consumer 

surplus . It compares two institutional regimes- -one with uncertainty where 

the option price is paid and another where there is no uncertainty in the deci­

sion process. Benefits are constant at the expected consumer surplus. This 

point is easily seen using Graham•s [1981] willingness-to-pay locus. This 

function offers an alternative means (to the expenditure functions defined 

earlier ) for illustrati ng the implications of institutions fo r adjustment. Figure 

4-1 reproduces Graham 1 s discussion of option price and option value. Option 

price is compared with the expected surplus as a certainty concept. The ref­

erence point is one of a certain income given by E(S), or l: n.CV. in terms of 
I I 

our notation. This may seem to be a natural reference point because it was 

the one used in nearly all work following the Arrow-Pratt analysis of risk 

aversion. While it may be natural from an analytical perspective, it is not a 

natural reflection of the world in which these choices must be made. Graham 

[1981] provided a similar argument in his critique of the attention given to 

the sign and magnitude of option value. He observed that 

Option price is the appropriate measure of benefits in situations 
involving similar individuals and collective risk. 

Expected value calculations are appropriate to situations involv­
ing similar individuals and individual risk. 

Whether or not option price exceeds the expected value of sur­
plus is largely irrelevant to the evaluation of risky project. 
[Graham , 1981, p. 716] 

Graham's analysis adopted an ex ante perspective and focused on the types of 

institutions available for adjustment to risk . Expected value measures of bene­

fits were specified as appropriate for individual risks because his analysis also 

assumed that in these cases there existed actuarially fair insurance. It is im­

portant to recognize that his argument was not advocating the use of the ex­

pected consumer surplus as the benefit measure in this case but, rather , the 
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expenditures associated with the fair bet point. In the presence of state­

dependent preferences, this point would not fall on either the income certainty 

or the uti l ity certainty loci. It would correspond to the expected expenditure 

on the contingent claims associated with each commodity and state of nature. 

Thus, in developing a benefits taxonomy, it is important to clearly identify 

the perspective used in describing individual behavior because it is directly 

relevant to any evaluation of actions designed to affect that behavior. This 

discussion has suggested that the choice depends on the reference point from 

which we start the analysis and the mechan isms we assume are avai lable to 

the individual to adjust in response to risk. Once we propose to evaluate a 

policy that changes the risk an individual faces, then the ex ante framework 

is the appropriate basis for defining the benefits associated with that policy, 

since it corresponds to how the individual would have to make the valuation 

decision in judging the action in advance. Of course, this judgment in itself 

does not imply the option price is the relevant concept. 

Option value is a val uation measure that compares an uncertain situation 

with a certain reference point. The reference point is defined in terms of 

income certainty and presumably is of interest because of the history of the 

development of measures of risk aversion. 

Once the ex ante perspective is accepted and it is acknowledged that 

individuals' decisions do not take place in circumstances that begin with cer­

tainty, then benefit measures must be defined in terms of our planned expendi­

ture function s. These functions can be defined to reflect all the risks faced 

by the individual and the mech anisms available for adjustment. Option price 

is seen ( as in Equation (4.4)) as one valuation concept based on specific insti­

tutions and risks. Moreover, policies can be considered to change either the 

level of avai labi l ity of the resource (as in our definitions thus far) or the 

probabilities of specific states of nature. Moreover, this analysis need not 

assume that the risks are limited to those specifically associated with the poli­

cies under study. Risks can be added to existing uncertain income streams. 

Consequently, an i ncome certainty reference point may not be of practical rel­

evance. Even for analytical purposes--to measure the extent of risk aversion- ­

comparison of the risk premia (i.e., the payment over the expected value to 

avoid risk) of different individuals need not be equivalent to the ordering im­
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plied by the Arrow-Pratt index of risk aversion when background risk is 

present. 

4 . 4 USER AND INTRINSIC VALUES IN AN EX ANTE FRAMEWORK: 
AN INTRODUCTION 

The analysis of the previous section argues that the relevant basis for 

valuation is the planned expenditure function (i.e., Equation (4.3) ) . In the 

p r ocess of defining the option price we have introduced two ways in which an 

environmental resource can affect planned ex penditures--through planned uses 

(i.e., the contingent claims for X 1 in al I states of the world) and through the 

availability of the resource itself (i.e., the presence of Qin the expenditure 

function ) . This specification opens the p r ospect for d i stinguishing benefits 

into categories according to whether they are associat ed with planned use or 

independent of those plans. 

To define these components in an ex ante framework with uncertainty is 

somewhat more complex than in the certainty case. First, we must identify 

the nature of the conditions of access to the resource and the institutions 

available for adjustment. Second, we must specify the nature of the change 

to be evaluated. Given this information, it is possible to specify the user and 

existence or intrinsic components of the val u e of the policy. Before proceeding 

t o develop these in specific terms, it is important to highlight a key di f ference 

between this case and classification of use and existence benefits under cer­

tainty. In the certainty case, the use benefits are often capable of being 

measured from the actions of individuals. That is, they can be indirectly in­

ferred as a result of the actions of individual economic agents through their 

use. By contrast, the existence values are usually not observab le , s ince they 

do not involve tangible (or at least observab le) actions by these agents. Thus, 

we would want to identify the distinction t o recognize t hat benefit estimates 

based on use may well understate the full benefits provided by the resource. 

The same arguments are more difficult to apply in the ex ante framework , 

where all actions are planned. We do not observe the plans. Whi le we shal l 

argue that these plans may be associated with observable actions in our dis­

cussion of the relationship between estimates of the value of risk based on 

hedonic property value studies and the survey-based est imates, the full details 

o f these plans will not be known. Assumptions must be used to substitute 
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for observed behavior in attempting to understand the motivations for behavior . 

Consequently, it is not clear that the distinction is as meaningful or desirable. 

In effect, if we are to estimate individuals' valuations in an ex ante framework, 

we may have to rely on direct survey methods. It is not clear that we can 

successfully elicit individuals' values and request that these values be assigned 

to specific motivations. While one can argue that this is an empirical question , 

this argument in itself may be misleading. We will not know the true values 

for benefits in this ex ante framework; thus, it is not clear· that we can judge 

whether an analysis leads to a meaningful separation of the two types of bene­

fits. 

With this backg round it is now possible to use the ex ante framework to 

propose a general approach for classifying benefits. In Chapter 6 we return 

to this classification in relation to the classification of user and existence values 

under conditions of certainty. Planned user benefits, PUB, can be defined in 

general terms using Equation ( 4 . 9): 

PUB= E (P1 (Q); P; rr; Q, EU) - E (P1 ; P; rr; Q, EU) (4.9) 

We have used the same notation for summar1z1ng the prices of contingent claims 

(separating the prices of the claims associated with use) from those of other 

commodities, and P1 (Q) represents the vector of choke prices--where planned 

consumption would be zero in al I states. T he existence value ( planned exist.­

ence benefits, PEB) would compare expenditures with no planned use with 

those when there was none of the resource available, as in Equation (4.10): 

PEB = E cF>1; F>, n; o; Eu ) - E ci51 co); i5, n; o, Eu) . (4.10) 

It is important to point out that the assumed relationship between the 

measure of planned use xi and the level of the resource available is crucial
1 

to the interpretation of Equation ( 4. 10). We have assumed that without Q > 0 

there can be no consumption of xi irrespective of the price. This implies
1 

that 

E(P1 ; P; rr; 0 , EU)= E(P
1

(Q); P; rr; O; EU) (4.11) 
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Use is effectively precluded as it would be if the price were at the level of the 

choke price. Thus, PEB could also be written as follows: 

PEB = E(P (Q); P; n; O; EU) - E(P1(Q); P; n; Q; EU) (4.12)
1

The sum of PUB and PEB corresponds to a planned counterpart to McConnell's 

total resource va lue. In this framework, however, we can consider a variety 

of amendments: 

Changing t he terms of access to the resource. For example, 
these definitions might be recast with an option price that would 
hold all P .. 's constant (either at a specified value or zero). 
This would! imply the option price included both planned user 
and existence values. 

Changing the character of the description of the way in which 
policies affect how individuals gain access to the resource. 
This modification might imply a fixed Q but that policies change 
the probabilities of access (i.e., the n.'s). For these cases, 
it would also be possible to define use ~nd existence values as 
well as to specify an option price.* 

Finally, we can expand the detai l in the model by describing 
the source of uncertainty (i.e., identifying components to the 
n.'s ) . Within such a framework it is also possible to consider 
a~ditions to risk as a result of changes in one of these compo­
nents and valuation concepts for each type of change. 

We return to consider in more detail the measurement of nonuse values . 

associated with the reduction of risks to ecological systems in Chapter 6. In 

that chapter we develop in formal terms the benefit taxonomy under certainty 

and use a single institutional framework for adjustment, the option price , to 

discuss the measurement of these nonuser benefits. 

4.5 SUMMARY 

This chapter has discussed the implications of how we define valuation 

concepts. In the past, valuation or benefit concepts have mixed benefits de­

fined under conditions of certainty with those defined to arise because of the 

*We return to this cas-e in Chapter 6 by considering use and existence 
values in a framework where it is only possible to make constant state-inde­
pendent payments for an improvement in the probability of a desirable state. 
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existence of uncertainty. Each of the two types of benefit, then, is defined 

under a different perspective on valuation. Should we consider valuation in 

terms of planned actions or only when these actions are undertaken? 

We have argued that when the policies to be evaluated change one or more 

aspects of the risks facing an individual, then an ex ante perspective is war­

ranted for welfare analysis. Within an ex ante framework two features are 

especially important to valuation concepts. The first is the reference point. 

Does the individual whose valuation is to be defined start from a position that 

has no other sources of uncertainty but the risk to be evaluated, or is the 

policy induced change simply an effect on one component of a number of risks 

faced? The second concerns t h e ability to diversify the risk. That is, what 

opportunities does the individual have to adjust to risk and ameliorate its 

effects? 

Of course, these features are not independent. Moreover, the resolution 

of how one aspect is treated affects the ot hers. For example, the definition 

of option value is based on selecting a certainty point for comparsion and on 

specifying a particular institutional system on how payments for claims can be 

made. Payments must be constant across states and the valuation concepts of 

interest, and in the size of the payment in relationship to the expected con ­

sumer surplus. 

These features can be reflected in a planned expenditure function. Con­

sequently, it is possible to define use and existence values (not option values) 

based on how a pol icy changes parameters important to these planned expendi­

tures. This planned expenditure function allows one to evaluate the eff ects 

of institutions for adjustment as well as the nature of the change--prices , re­

source quality, or likelihood of access. Within each, one can define use and 

existence value concepts provided the resource is hypothesized to have two 

distinct effects on individual utility through use ( that requires existence of a 

positive amount of the resource) and the level (or quality) of the resource 

itself. 
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CHAPTER 5 


A CONCEPTUAL FRAMEWORK FOR VALUING RISK REDUCTIONS 


5.1 I NTRODUCT ION 

Chapters 2, 3, and 4 have set the stage for developing a conceptual basis 

for valuing the risk reductions that are assumed to accompany increased regu­

lation of hazardous waste disposal. Chapter 2 introduced the overall problem 

by describing why the valuation of these regulations must be treated different­

ly from the valuation of many ot her environmental policies. In the latter cases, 

it is often reasonable to maintain that a policy leads to a certain increment in 

some desired output--e. g., cleaner air in a specific region or improved water 

quality in a given river or lake. In contrast, given the uncertainty that sur­

rounds both the disposal of h azardous substances as well as the ultimate 

effects of exposure to them, we cannot assume any policy provides a certainty 

of protection. We have argued that at best we can assume policies reduce the 

risk (i.e., the probability in our context) of some adverse outcome. Conse­

quently, the development of a set of procedures for valuing policy outcomes 

requires specific consideration of how to model individual behavior under un­

certa inty. Chapter 3 provides a heuristic review of this l iterature. 

With this description of the problems posed by any attempt to value poli ­

cies associated with the disposal of hazardous wastes, and with our acceptance 

of the expected utility framework for modeling individual behavior under uncer­

tainty,* one remaining question must be considered before defining the speci fic 

* This approach contrasts with one recently suggested by Weinstein and 
Quinn [1983b]. They observe that in light of the contradictions to the expect­
ed utility framework observed in individuals' decisions under uncertainty, it 
may well be reasonable to inquire as to whether they should be reflected in 
normative decision rules. More specifically, they describe this issue as a f un­
damental motivation for their evaluation of the models used to value changes 
in the risks to life, noting that 

The fundamental question raised in this paper is to what extent the 
contextual and psychological attributes of a risky decision have suf­
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valuation concepts. This point has often been overlooked or confused. It 

concerns what we describe in Chapter 4 as the perspective for decisionmak­

ing. That is, do we evaluate actions from an ex ante or planning perspective, 

or do we use individuals 1 values of the ex post outcomes? We have exp Iicitly 

argued for an ex ante approach. With this perspective, changes in the proba ­

b il ity of a detrimental event are valued b ased on the changes in planned 

expenditures an individual would undertake to maintain a constant level of ex­

pected uti Iity. 

Given this background, it is now possible to proceed to a description of 

how this chapter completes the conceptual analysis of one component of an indi­

v idual's valuation of risk changes--the 11 use 11 component of these values. This 

chapter uses a simple two-state model to describe the specific features of the 

planned expenditure function described in Chapter 4 and discusses the impor ­

tance of these features to the valuation of r isk changes.. Our example is now 

ex plicitly tied to the framework we have u sed to present the risks posed by 

hazardous wastes to individuals in our contingent valuat ion survey. The chap­

ter also identifies the relationship between the model and what can be expected 

in an empirical analysis of individuals 1 valuations of risk changes. 

Section 5.2 describes a simple two-stat e model to illustrate the valuation 

concepts and the role of the opportunities for adjustment that are available to 

the individual in influencing these values. Section 5. 3 relates the model 1 s im­

plications to the psychological literature desc ribing how individuals make deci ­

sions under uncertainty. This section also reconsiders the review of past 

results discussed in Chapter 3 as tests of t he expected utility framework and 

to determine whether aspects of these findings would help in identifying factors 

that have been found (or are thought) to influence individual choice under 

uncertainty and should therefore be included in the empirical analysis. Sec­

tion 5. 4 provides a brief summary of the chapter. 

fi cient normative status to justify their formal inclusion in methods 
for valuing risk. Stated in terms of environmental decisionmaking, 
the question becomes the fol lowing: which psychological and contex­
tual concerns do citizens want their decisionmaking .agents to reflect 
as normative principles in environmental decisionmaking, and which 
would they want them to treat as irrationalities, · psychological weak­
nesses, or otherwise unjustifiable perturbations of rational decision­
making. (pp. 2-3) 
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5.2 VALUING RISK CHANGES 

Following the analysis discussed in Chapt ers 3 and 4, we maintain that 

an individual seeks to maximize expected u t ility subject to a budget constraint 

that describes his opportunities for adju stment. Our descriptions of t hese 

adjustment possibilities will enter the decision problem through the specification 

of different definitions of the markets for contingent claims facing the individ ­

ual. Given an ex ante perspect ive for valuation, the relevant conceptual basis 

for valuing a r isk change is in terms of what we defined in Chapter 4 as the 

planned expend i t u re fun ction . T hi s function defines minimum planned ex pendi ­

tures on contingent claims that would be required to meet a given level of ex ­

pected utility. It is a function of the prices for contingent claims, the proba­

bi Ii ties of the states of nature that are assumed to be uncertain, and the level 

of expected utility that i s to be realized. Thus , an individual's valuation of 

a risk change, defined using t his function, will depend on the nature of the 

markets for contingent claims. We noted this point in Chapter 4 and now pro ­

pose to use a s imp le two- state model to i l lustrat e both how these values are 

affected by the assumed nature of the markets for contingent claims and, in 

turn, what these results imply about the testable hypotheses derived from the 

model. 

Consider the following planning problem for the representative individual. 

There are two possible states of the world. In the first, an individual wil I 

experience a detrimental health effect that cou ld (but need not) lead to death 

for t h e pu r pose of our analysis . * The effect is assumed to be associated with 

exposure to hazardous wastes ; however, exposure does not ensure that the 

health effect will be incurred. It introduces the individual to a second s tage 

lottery , which can be avoided if ex posure is avoided. Thus, our anal ysis 

emphasizes the distinction in outcomes by assuming that the probability of the 

health effect is zero when the individual is not exposed to the substance. 

The health effect leads to preferences that differ depending on whether 

or not it is incurred. This fo l lows the state-dependent preference arguments 

*I n the empir i cal analysis associated with evaluating individuals' valuations 
of risk reductions, we consider the effects of a selected set of variations in 
this end state. However , the basic scenario used to describe what is at risk 
describes the outcome as death after 30 years from the time of the exposure 
to the hazardous substances. 
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proposed for the case of life- death decisions by Jones-Lee (1974] and Wein ­

stein, Shepard, and Pliskin (1980] and described in more general terms by 

Cook and Graham (1977]. As we noted in Chapter 3, a state-dependent spec­

ification for utility is simply a means of acknowledging that the marginal utility 

of income may be different across the states of nature described in any partic­

u lar problem.* To keep notation relatively simple, each state-dependent utility 

function is specified to be a function of claims to income in that state. As we 

observed in Chapter 3, it is possible to generalize this formulation to identify 

claims for individual commodities. This generalization will be important if the 

relative prices for these claims across states of nature for a given commodity 

bear a different relationship to the relative odds of those states as the com­

modity in question changes. While this can be an important dimension of the 

problem in some applications, it was not judged to be important for our dis­

cussion here. 

To highlight the two-stage nature of the lottery, we have identified two 

probabilities--the likelihood of being exposed to a hazardous waste, defined as 

R, and the probability of incurring the det rimental effect once exposed, de­

f ined as q. Equation (5.1) defines the expected utility realized from allocating 

claims to income, the W.'s between the two states, with state one representing
I 

the case of experienC:ing a detrimental health effect and state two representing 

the case of remaining unaffected: 

(5. 1) 

In this case the health effect can be incurr ed only through exposure to the 

hazardous wastes. Therefore, t he specification in Equation (5.1) can be re­

duced to Equation (5. 2): 

(5.2) 


where 

EU = expected uti l ity 

Vi(.) = utility realized in state i 

W. 
I 

= con t ingent claim to income in state 

*This is also the point of Marshall's [1984] recent discussion of the role 
of indivisibilities in modeling decisionmaking under uncertainty. 
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The individual seeks to allocate total income for planning purposes, E, among 

these claims to income in each state to maximize Equation (5. 2) . We introduce 

the role of opportunities for adjustment to uncertainty through the specification 

of the prices for these claims to income and the budget constraint. This is 

given in general terms in Equation (5. 3): 

where 

r. = the price for the claim to income in state i . 
I 

The problem can be stated equivalently as one of minimizing the planned 

expenditures required to realize a given level of expected utility. This 

approach provided the basis for the d erivation of the plan ned expenditure 

function in Chapter 4. For our simplified example, the conditions for a con­

strained minimum imply a function defined from the expenditure minimizing de­

mands for claims, as in Equation (5. 4): 

( 5.4 ) 

The marginal value of a change in risk is simply the partial derivative of the 

expenditure function with respect to the componen t of the risk that is assumed 

to change. Thus, for a change in R, the marginal value, MVR, would be de­

fined as follows: 

( 5.5 ) 

where 

MVR =marginal value of r isk increment 

The principal objective of this section is to demonstrate how these marg ­

inal values change with changes in the assumed opportunities available for indi­

vidual adju stment. However, before proceeding to that discussion, it is impor­

tant to relate MVR to the incremental anal y sis developed in Chapter 4 and to 

earlier literature on valuing risk changes. 

Consider a discr ete change in r i s k from R to R (with R < R ) . The
0 1 0 1

value (loss) of the change is defined by Equation (5.6): 
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b.VR (5.6) 

In this case, the individual must plan to allocate more income to realize the 

same level of expected utility. Thus, the change in VR is the maximum amount 

he would be willing to pay to avoid the change. This value is completely anal­

ogous to the values defined in Chapter 4, although it, of course , does not 

distinguish a user or existence component. The reason is simple: we have 

not provided a basis for the d istinction in our description of the choice proc­

ess. If the state-specific preference functions were expanded to define more 

specifically the implications of the exposure beyond a simple health effect, then 

the total value and use value components specified in Chapter 4 can also be 

defined for this case. We return to this issue in the next chapter and discuss 

the relationship between use and nonuse, or intrinsic, values of a risk change. 

Of course, it should be recognized that al l of these classification schemes for 

benefit components simp ly reflect the introduction of additional information into 

the choice process. 

It should be also acknowledged that this valuation concept is more gen­

eral than what has been used in earlier analyses of the value of risk changes. 

For example , Jones-Lee [1974) defined the value as the maximum amount an 

individual would pay to realize a reduced probability of a detrimental event. 

For a comparable risk change (i.e., R to R ), his definition would be as fol­
0 1

lows in our notation:* 

(5.7) 

where 

P = payment for reduced probability of exposure (wi th R < R as 
0 1before). 

This payment, P, was described by Jones-Lee as the H icksian compensating 

variation in wealth. It is not the compensating variation 1 but rather the option 

price for a change in the probability. The definition is directly comparable 

to what Freeman [forthcoming b] has described as the option price correspond­

*See his Equation (10) on p. 839 for his definition of the "compensating 
va riation " for a risk change. 
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ing to a change in the conditions of uncertainty. Moreover, use of this defini­

tion as the basis for defining individuals' valuations for risk changes is less 

general than our formulation because it assumes the individual is unable to 

make state- specific payments. 

This conclusion is easily appreciated using the Graham (1981] willingness­

to-pay locus. Values are defined with respect to changes in one point on the 

Graham willingness-to-pay locus rather than in terms of expenditures as de­

fined in Equation (5. 5). Depending on how the locus shifts with a change in 

R, we can expect different individual valuations for the risk change. That 

is, the valuations in this case are described by measuring how each of the 

points of the locus shifts with the change in R. This is the point emphasized 

by our planned expenditure function. Since the Graham locus is an alternative 

means of describing the effects of the opportunities for adjustment on an indi ­

vidu al's valuation of a risk change, it provides the basis for a graphical i llus ­

tration of how opportunities for adjustment affect an individual's valuation of 

risk changes.* To illustrate the difference graphically , it is convenient to 

consider a small modification in Graham's framework. His locus describes the 

alternative set of payments that would be made to realize some desirable access 

cond i tions or level of a commodity that is valued by t h e ind ividual under one 

of his state- dependent preference sets. The locus maintains a constant expec­

ted utility when the favorable access or quantity is realized, but state­

dependent payments must be made with that level realized without making these 

payments and without the impr oved conditions (or increased quantity). 

We could easily modify this framework by assuming a given level of ex­

pected utility as our reference point , without specifying where it came from 

*It may be tempting to draw paralle ls between the relationship of the 
plan ned expenditure function to the Graham willingness - to-pay locus and the 
relationship of the expenditure function to the indirect utility function under 
certainty. However, this would be incorrect. Total planned .expenditures do 
not enter the Graham locus. The Graham locus is not specific to one statement 
of the constraint set facing an individual but, rather, provides the basis for 
characterizing all of them and their implications for what total utilities can be 
realized. This is one source of error in the recent comment on Graham by 
Mendelsohn and Strang (1984) . It should also be noted t hat Graham's u se of 
the locus is different than ours. His objective was to describe the valuation 
measures for a certainty of supply of a resource in the presence of demand 
uncertainty. Ours is to illustrate the implications of institutions for the valu ­
ation of risk changes. 
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and consider an individual making state-dependent payme.nts under two sets 

of conditions. These payments, taken together with the level of exposure risk 

R, maintain the constant expected utility level. The Graham locus incorporates 

the change in a single locus, and our proposed modification breaks up the 

process . Thus, the Graham payments would be equivalent to the changes (or 

increments) in payments under this format. 

Consider the change from R to R again. In th is case, we will consider
0 1 

the change consistent with a risk reduction from R to R ( since it was earlier
1 0 

assumed that R < R ). Equat ion (5. 8) defines the conditions implied by a
0 1

change in R from R to R and its implications for the definition of two modi­
1 0 

fied willingness-to-pay loci. The equation on the left of the equality defines 

the original level of risk and t he payments ( y
1 

and y
2 

) that would be made 

for it, and the equation on the r ight s ide of the equality defines the new, 

lower risk and the consequent higher payments: 

R1qv1 Cw1 - Y1) + C1-R1q)V2 cw2 - Y2) = Roqv1 Cw1 - Y1) (5.8) 

+ c1-R0q)v2 cw2 - y2) , 

where 

R1 > RO . 

This case is illustrated in Figure 5-1 by the shift in the Graham locus 

from A (with R describing the risk of exposure) to B (with R describing
1 0 

the risk of exposure). The option price is the maximum constant payment 

(across states) that an individual would be willing to make to realize the lower 

r isk. In this case it is given by the difference between the intersections of 

the two Graham loci corresponding to the left and right sides of Equation (5. 8) 

with the 45° line. When the opportunities for adjustment are taken into 

account , the model is then exp l icitly acknowledging the prospects for varying 

the payments across the states of nature. If the terms of payment are given 

by the s lope of TT', then a measure of difference in the implied value of the 

change in R is given by the difference in the intersection of these tangents 

to the Graham locus (wi th slope (- !:.l.)) with the 45° line, EF.* Clearly, the 
r2 

*EF will describe the change in expendi tures normalized by r 1+r2 . Thus, 
if we assume that and are measured so that r 1 +r2 =1, then it can beW1 W2 
interpreted as the change in expenditures. 
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Figure 5-1. Graham locus with change in probabilities. 
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values can differ from the option price because there is no necessity that the 

locus will shift in a parallel fashion. The shift in the locus will depend on 

the change in risk and on the change in the marginal utilities of income with 

changes in the income realized in each state . 

The specific nature of these differences can be developed by using the 

planned expenditure function. Each assumption for the relationship between 

the relative prices of contingent claims can be used to specify a different set 

of opportunities for adjustment (and a different point on the Graham locus) . 

For example, if we consider the case of actuarially fair prices for claims, this 

interpretation would imply that the relative price is equal to the ratio of the 

probabilities, as in Equation (5.9): 

(5.9) 

This value corresponds to what Graham des ignates the fair bet point and yields 

a specific relationship for the marginal value of a risk change. 

A specific expression for t his marginal value can be derived using Equa ­

t ions (5.2) and (5.3) together with the first-order conditions used in defining 

the expenditure function. As discussed in Chapter 3, in the presence of actu­

arially fair markets, an individual will select claims so as to equalize the mar­

ginal utilities across states: 

(5.10)= 

Together with the partial differentials of Equations (5.2) and (5 .3), this condi ­

t ion with respect to R can be used to describe the marginal value of a risk 

change as fo l lows. The total differentials for Equations (5.2) and (5. 3), 

assuming dq = 0 (substituting for r and r for Rq and (1 - Rq )), are given
1 2 

in Equations (5.11) and (5.12): 

dV dv aw1 a waEU* 1 2 2 
= O = q[V, (W,*) - V2(~ *) ] + Rq dW aR + (l-Rq) dW aR (5.11)---aR 

1 2 
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(5.12) 

where the asterisk designates the expenditure minimizing values. * 

Using Equation (5.10) to simplify Equation (5.11) and substituting in Equation 

(5.12), we have 

v, c~ *)]oE 
(5.13)= qCW * - W *) +§R 1 2 

Since it is reasonable to assume that V Cw *) > V Cw *), we can conclude
2 2 1 1 

that an individual will value a risk change by more than the expected insur­

ance Cq CW
1
* - W

2
*)) that wou ld be purchased at actuarially fair rates. This 

is a variation on the case described by Cook and Graham [1977]. Under these 
2

aE a E
conditions, we can expect that oR > 0 and Z > 0. Thus, the marginal value 

oR 
of an incremental reduction of, say b.R, in the risk of exposure to hazardous 

waste will be greater at higher levels of risk. Differentiating Equation C5.13) 

with respect to R and simplifying, we have 

2
d V aw

1 1
(V/W *) - V (W *)) -­

2 2 1 1 dW 2a E 1 
oR 

= (5.14) 
(1R2 ev,)

aw
1 

This conclusion is readily established once it is recognized that our model 

d 2V
1

implies that V (W *) > V ( W *) and --- < 0.
2 2 1 1 2dW

1 
This same conclusion was derived by Jones - Lee [1974] in the case where 

an option price was assumed to be. the mechanism for paying for the risk re­

*In what follows, all derivatives are assumed to be evaluated at the rele ­
vant optimal values, depending upon which constrained optimization problem is 
discussed. 
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duction and in somewhat more general terms by Weinstein, Shepard, and Pl iskin 

(1980) for the same payment mechanism. Of course, in the case of the option 

price, it is a payment made to avoid an increase in the risk of exposure that 

could lead to detrimental health effects. Thus, these option price results are 

simply special cases of this more general framework. 

The rationale for adopting this more general framework follows from the 

fact that the mechanisms available to the individual for adjustment affect the 

change in the marginal valuation of risk changes with the· level of the risk. 
o2 E

That is, we cannot unambiguously sign oRz under alternative assumption s con ­

cerning the opportunities for adjustment. To illustrate this conclusion, we 

consider two such cases: (1) when relative prices of claims are related to 

the likelihood of exposure, but not to the conditional probability of the health 

effect given the exposure and ( 2) when relative prices bear no specific rela ­

tionship to either of the probabilities involved. 

The first of these cases contrasts with what conventional pract ice would 

define as actuarially fair markets, where the relative prices of claims would 

be tailored to the individual's ci rcumstances by adjusting them to reflect the 

conditional probability, q. If we assume that q (the conditional probability of 

the health effect given exposure to hazardous wastes) reflects an individual's 

health and overall heredity, then we might assume the first case gives each 

individual a "fair" opportunity to adjust to the risk under policy control but 

does not attempt to make distinctions for individual circumstances . * 
oE

Following the same logic outlined earlier to derive the expression for oR 
under actuarially fair markets, we have for this case 

oE 
( 5.15 )= (~oR 

*An alternative definition would be to pick a value for q--a threshold-­
and define the "fair " opportun ities in terms of the joint probabilities at that 
value of q. This approach could be considered analogous to the definition of 
a sensitive group in the specification of the primary standards for the criteria 
air pollutants. See Smith [1984a] for further discussion. 
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where 

the bar designates the expenditure minimizing values for this defini­
tion of the relative prices of contingent claims. 

oE
It is clear that oR > 0. Indeed, increases in risk require greater planned 

expenditures to maintain a given utility level. Unfortunately, without specific 

assumptions concerning the nature of the utility functions, it is impossible to 

establish a precise relationship between the marginal values implied by each 

set of institutions. 

We can establish the ambiguity in the size of the marginal value of a risk 

change with the level of risk by differentiating Equation (5. 16) with respect 

to R: 

dv aw dV aw
2 2 1 1 

dW2 oR - dW1 oR 
+ ~~~~~~~~~~ 

dV
1 

dw
1 

(5.16 ) 

dV dV2 1
Substituting for dW in terms of dW from the necessary conditions for an ex­

2 1 
penditure minimum for this constraint, we have 

d V aw
1 1(cv2 cw,)) 

2

cw2) - v 
1 2 oR 

a2
E ( g - 1 ) awz 

dW
1 ( 5.1 7) 

2 1 - Rq oR
oR

= 

(dv1y
dW

1 
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aw
The first term in Equation ( 5 . 17) will hav e a sign opposite to ar2 ' since 

oE 
q < 1, and Rq < 1 . It is clear that aR > 0 since, by the equivalent of Equa­

aw aw
tion ( 5.11) for this case, Rq aR

1 
+ q(1-R ) ~ 

2 > 0 and w > w2 . We would
1 

aw2
therefore expect aR > 0 in th is case and , in turn, t h at. the first term in 

Equation (5.17) will be negative . The second term in Equation (5.17) is clear ­

ly positive. Since the relative magnitudes of these two terms cannot be gauged 

a priori, we cannot suggest how the marginal value of incremental reductions 

in the exposure r isk will change with the level of that r i sk. 

The same conclusion arises for the case where no specific relationship is 

assumed for l inking the relative prices of c laims and the re lative odds of the 

two states of nature. Equation C5.18) presen ts the ma r g i nal valuation for this 

case , and Equation C5. 19) the second partial derivative: 

(v cw ) - v, cw,))r1aE 2 2 = C5.18)aR dV 
1

R 
dW

1 

where 

the ti Ida ( ~) designates the expenditure minimizing values for this spe ­
cification for the contingent claims markets. 

= 

( 5. 19) 

~ ) [dV1 d lV lCW1 ) dW + R --2 
1 dW

1 
2 

dv1 )
R dW( 1 

In this case neither term can be s igned unamb iguously. 
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As part of their analysis of individual valuation of risk changes in the 

presence of state-dependent preferences, Cook and Graham [1977, p. 152, 

n.18.] identified three components of the benefits of any risk change: (1 ) the 

pure protection benefit associated with the risk reduction, (2) the value of 

moving from an initial wealth distribution to an efficient (or more efficient) 

one, and (3) the cost of financing the action inefficiently if the post-invest­

ment distribution of wealth is inefficient. 

The theoretical analysis of this section has extended past efforts at defin­

ing a conceptual basis for valuing risk changes to permit an explicit treatment 

of the character of the opportunities for adjustment to risk within a framework 

that is consistent with this benefit taxonomy. It represents a specific example 

of how the properties of the planned expenditure function can be used to con­

sider an ind ividual's valuation of risk changes. Moreover, this modification 

leads to a change in one of the more important testable implications of past 

research on the valuation of ri sk changes. That is, it has been suggested 

that the individuals' incremental value of a risk change will increase with the 

level of the probability of the detrimental event. While this conclusion holds 

where individuals have access to actuarially fair markets for contingent claims 

or where they must make state-independent payments for the risk change, it 

does not necessarily hold in other cases. As a consequence, a failure to ob­

serve an increasing incremental valuation of risk reductions may not imply 

rejection of the expected utility model. It can also reflect the individual's per- · 

ceived opportunities t o undertake state-dependent adjustments in income claims. 

Most of the literature in this area (see, e.g., Jones-Lee [1974] and Wein­

stein, Shepard, and Pliskin [1980]) has used the option price as the benefit 

concept for defining how individuals would value risk changes. It has not 

specifically described the role of institutions in influencing individuals' valua­

tions of changes in the conditions of uncer tainty and therefore has not dealt 

with the issues that are posed by our more genera l framework. Of course, in 

the final analysis, the importance of this refinement depends on its empirical 

relevance. For our purposes, this means that how individuals respond to a 

contingent valuation question t hat elicits a state-independent bid may well be 

affected by their ability, or indeed their perceived ability, to make st ate­

dependent adjustments. That is, if individuals accept the terms of the contin­
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gent valuation questions eliciting a bid for a risk reduction as the only means 

available to them for adjusting , then the results of the existing literature on 

changes in the incremental opt ion price wi th the level of risk are relevant. 

In effect, option price is the relevant measure of the benefits of reducing haz­

ardous waste risks. However, if individuals perceive themselves as having 

the ability to take specific actions that would be the equivalent of state­

dependent payments, option price may not be the relevant measure. 

5.3 IMPLEMENTING THE THEORY: PHYSOLOG ICAL CONSIDERATIONS 

To this point, our analysis has implicitly accepted the expected utility 

framework as the basis for describing individual behavior under uncertainty. 

While Chapter 3 briefly discussed violations of this framework, it argued that 

these violations could be explained by either of two amendments to the frame­

work--the introduction of state-dependent preferences or the recognition that 

individuals may adhere to an expected utility model but form their judgments 

on the probabi lities of state of the world in ways that have not been properly 

modeled in past applications of t he expected utility framework. These modifica­

tions change what Arrow [1974] refers to as the separation or independence 

of the information on risk and t hat on preferences. As a consequence, it be­

comes impossible, without add itional information, to distinguish the reason 

(i.e., taste or risk perception) for specific behavior in the presence of uncer­

tainty. Moreover, either explanation is simply an alternative means -of express­

ing the analyst's ignorance of the factors influencing individual choice. In 

the first case , state dependency acknowledges that utili ty (and, in particular, 

the marginal utility of income) may vary with the state of the world. It usual­

ly does not offer an explanation of the featu res of the state or of the individ­

ual that account for the dependency in general terms. While it may be possible 

to identify some factors in specific applications, no attempt has been made to 

provide a complete or comprehensive descrption that would accommodate all 

cases. 

Similarly, in the case of the available alternative explanations for proc­

esses used by individuals to estimate the probabilities of the states of nature, 

a number of approaches for information processing were identified as offering 

the potential for reconciling observed contradictions with the expected utility 

model. However, the frameworks discussed were not part of an integrated 
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explanation of how individuals process different types of information or 

appraise the likelihood of different types of risk. This is a reflection of the 

limited nature of our understanding of behavior under uncertainty. 

As we noted at the outset of this report and this chapter, the primary 

objective of this research has been to develop estimates of individuals' valua­

tions of reductions in the risk of exposure to hazardous wastes . Since t here 

are specific aspects of this problem that may affect how individuals respond 

to valuation questions, it is important to review the general· features that past 

research has indicated may play a role in individual behavior . While this is 

not a substitute for a comprehensive model that describes the role of all the 

features of the circumstances t hat may influence behavior, it is nonetheless a 

complement to our conceptual model. That is, it serves to indicate the poten ­

tial limitations of our framework and to highlight the factors that must be ex­

plicitly considered in implementing it for empirical purposes. 

The most important of the factors influencing individual behavior for an 

analysis of hazardous waste risks would seem to be what Slavic [1984] refers 

to as "dread risk" and "known risk." Our case embodies both. The first 

involves the notion that an event is dreaded because it is potentially cata­

strophic. The second quality relates to both perceptions about the individual's 

knowledge of the risk and whether the events at risk are delayed in time. 

Based on the r esearch of Slavic and his associates, Slavic has suggested that 

these factors influence how individuals respond to uncertainty. This would 

imply that individuals may we l l value incremental reductions in the risk of 

death from different sources quite differently.* Moreover , based on t hese 

*There is an important issue that arises in modeling an individual's valua ­
tion decisions concerning risk changes. It arises because the models have 
routinely assumed the risk of interest is the only one the individual faces. If 
instead the individual faces multiple risks, and pol icy is intended to change 
one of them, then the problem becomes much more complex. Kihlstrom, Romer, 
and Williams [1981] offer some initial insights into the general problems raised 
by these cases.. They note that even if the risks are independent, ordering 
individuals by Arrow-Pratt measures of risk aversion will not necessarily cor­
respond to the ran king implied by the certainty equivalents. Indeed, the whole 
problem of characterizing risk aversion and individuals' responses to risk be­
comes more complex in these cases. For examp·le, to the extent sources of 
risk are correlated (especially negatively correlated), engaging in some risky 
activities may be an approach to risk diversification or have a role akin to 
institutions that affect the valuation of risk changes. We have not considered 
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considerations, we might expect that an individual wou ld have a greater valuat­

ion of risk reductions where t he dread and known factors are present. To 

develop some information relevant to the potential effects of these factors we 

have designed our survey to include valuation questions for changes in two 

types of risk- -exposures to hazardous wastes and fatal accidents on the job. 

In addition, in the process of questioning individuals about their valuations of 

reductions in the risk of exposure to hazardous wastes, we consider two vari­

ations on the questioning format. First, we investigated whether a change in 

the health end state (e.g., whether the cause of death was due to damage to 

the body's immune system or whether the risk was associated with birth defects 

severe enough to mentally retard or physically handicap children for a lifetime ) 

would alter the individual's valuation of the risk change. Second, our experi ­

mental design allows for consideration of both low levels of risk ( where an 

individual may well assume our knowledge of processes leading to rate events 

is imprecise) and bids for the elimination of risk. To the extent dread and 

the imprecision of knowledge of the risk wou ld affect individuals' valuations of 

risk reductions, we would expect to see their effects evidenced in responses 

to these different elements in our design. Moreover, it was also possible to 

gauge the effects of these facto rs on risk perception by asking each individual 

their perceived risk of death from four causes--an automobile accident, heart 

disease, a disease caused by air pollution, and a disease caused by exposure 

to hazardous wastes. As the discussion of the design and structure of ' the 

questionnaire in Chapter 8 describes in more detail, these questions were posed 

before any valuation questions and provide the basis for evaluating how risk 

perceptions vary for these different types of risks. 

In addition to these factors , the controllability and voluntariness of r isk 

have been found to be important elements in psychological studies of risk per­

ception. These features were also considered in the sturcturing of our analy ­

these issues here, but acknowledge that they are clearly relevant to any 
empirical efforts since, in the real world, individuals do face multiple risks. 
This extension provides another potential explanation for the difficulties exper­
ienced in interpreting the results of field experiments within an expected util i ­
ty framework. For the most part, these efforts have tended to ignore other 
sources of risk. See Smith [1984b] for discussion of some of these issues as 
they relate to the measurement of risk aversion. 
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sis. Based on a series of focus group discussion sessions (described in more 

detail in Chapter 8), we found that individuals associated differing degrees of 

control with respect to the siting of disposal site for hazardous wastes with 
11 say 11whether their community had a in the decision.* 

Equal l y important, and potentially related to the treatment of these two 

features of risk, is a concept discussed by Hershey, Kunreuther, and Schoe­

maker [1982] that might be described as assignment of the risk. That is, 

what are the assumed 11 property rights" of the individual for the level of risk 

to which he is endowed? Our design reflects all three considerations. First, 

in the structure of the contingent valuation experiment, we considered two 

types of scenarios--payments for reductions in risk and payments to avoid in­

creases in risk. In the latter case, our survey design varied the sources of 

the risk according to whether it was al lowed by the Federal government or 

voted for by the individual's town council. In addition, our design also 

allowed evaluation of a situation in which risk increased but so did an individ ­

ual's income. t Finally, comparison of valuations for reduction in hazardous 

wastes with those for risks on t he job will also reflect the effects of voluntary 

selection because the latter were posed as being associated with new jobs and 

the individual is asked a wage increment that would induce him to accept a 

job with the new risk conditions . 

All of these factors fall within the general category of context effects. 

They imply that how a risk is explained to an individual may well influence his 

response to it (see Schoemaker [1982], pp. 547-48, for further discussion). 

Rather than interpret them as potentially implying some form of irrational be­

havior, they can al so be interpr eted to indicate that analysts have done a poor 

job at communicating their questions to survey respondents. 

One of the important aspects of the design of the empirical component of 

this research has been the use of focus groups in the development of the 

*This is clearly consistent with findings observed in studies of the s i ting 
of nuclear facilities. See, e.g. , Carnes et al. [1982], Carnes and Copenhaver 
[1983), and Carnes et al. [1983). It is also consistent with the program of 
research recently described by Kunreuther and Kleindorfer [1984]. 

tThis was done using a contingent ranking format that is described in 
Chapter 14. A general discuss ion on the use of the method in benefit estima­
tion is given in Desvousges, Smith, and McGivney (1983). 
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wording of the questionnaire, the format of the vehicles used to explain risk, 

and in the pretesting and revisions to the questionnaire. Since the specific 

steps in this process are described in Chapter 8, it is sufficient to acknowl­

edge here their role in adjusting the structure of the empirical component of 

this research to reflect what has been learned for the psychological research 

on decisionmaking under uncertainty. 

5.4 SUMMARY 

This chapter has used the framework of the planned expenditure function 

to describe how individuals would value r isk reductions. It has illustrated 

how these valuation concepts will be affected by the mechanisms that are 

assumed to be available to the individual for adjustment. By using a simple 

two-state example, it has been possible to relate the valuation concepts to both 

the past literature on the valuation of risks of death and to the discussion of 

option price as a valuation concept in environmental economics. 

As acknowledged at the outset, our focus to th is point has been on what 

might be designated ex ante use values. It is reasonable to expect that indi­

v iduals may hold a form of ex ante existence or intrins ic values for risk reduc­

tions because they serve to af fect other aspects of the natural environment 

whose existence yields utility even though they do not provide user services 

in the conventional, consumptive sense. In the next chapter this general 

framework is used to discuss how these values might be defined and integrated 

into an ex ante perspective for benefit analysis . Following that, we introduce 

the discussion of the design of our questionnaire and survey with a chapter 

describing the relationship between the conceptual analysis and the constraints 

w i thin which it was implemented. 
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CHAPTER 6 

ECOLOGICAL AND INTRINSIC VALUES UNDER UNCERTAINTY 

6.1 INTRODUCTION 

As described in Chapter 2, hazardous wastes pose risks to ecological sys ­

tems as we l l as to human health, and hazardou s wastes regu lations can reduce 

"these risks. The purpose of this chapter is to extend the analysis of the val ­

uation of risk reductions presented in Chapters 3 through 5 to consider the 

problems posed by developing a consistent system for valuing reduced risks 

to en vironmental and ecological resources. However, th i s extension first re­

quires a considerat ion of the nature of the economic values people derive from 

ecological resources. 

Ecological systems can yield benefits to people in a variety of forms. 

For example, both managed and natural ecosystems can yield food or fiber for 

market. In such instances, the ecological system is an inpu·t to a production 

process that also involves capital and labor in the cultivation and harvest of 

plant and animal species. We might call these production or market benefits 

because the harvest activities are undertaken in response to market forces 

and profit incentives. The benefits of changes to ecosystems used for market 

purposes come in the form of changes in the prices of goods and factor inputs. 

This is in contrast to those human actions involving uses of the ecological sys­

tem that yield util i ty directly to the individuals concerned. Examples of such 

direct use benefits include the values attributable to recreation activities such 

as h u nting, fishing, wi l d l ife observation, and nature photog r aphy. 

It has also been argued that natural environments, including their ecologi­

cal components, can yield benefits that a r e not associated with their direct 

use. This class of benefits has been variously named intrinsic, nonuser, and 

nonuse benefits. Such benefits are sa id to arise from a variety of motives, 

including the valuing of the knowledge of the existence of a particular environ­

mental or ecological attribute, a desire to bequeath certain environmental assets 
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to one's heirs or to future generations, and a sense of stewardship or respon­

sibility for preserving certain features of natural environments. 

One of the objectives of this chapter is to develop a logical and consistent 

set of definitions and concepts that can gu ide further theoretical analysis and 

empirical testing of propositions about intrinsic values. Toward this end , Sec­

t ion 6. 2 is devoted to a systematic examination of the several types of intrinsic 

benefits associated with ecological resources that have been discussed in the 

literature. This section also considers alternative ways of ·specifying prefer­

ence functions to reflect the various forms of intrinsic benefits. One issue 

here is the particular circumstances under which it is possible (or meaningful) 

to partition a total benefit measure into components--e.g., use, bequest, pure 

existence, and so forth. Another issue concerns the relationship between in­

trinsic benefits and the benefits associated with the direct use of the environ­

ment. Section 6. 3 extends the discussion of existence values to the situat ion 

in which a policy alters the probability that the resource will exist and consid­

ers further the implications of ex ante versus ex post perspectives for the 

valuation of risk changes. Section 6. 4 offers some conclusions and discusses 

the implications of this analysis for approaches to measuring ecological values. 

6.2 EXISTENCE AND USE VALUES UNDER CONDITIONS OF CERTAINTY 

In this section we take up several questions concerning the relationship 

between use and existence values and possible motivations for existence value. 

In all cases this analysis maintains the assumption of certainty. Let us assume 

that an individual derives utili t y from the consumption of a vector of private 

goods, X, and some measure of the quality of the ecological system at the site , 

O. In this general formulation, O can be taken to be a scalar measure of some 

critical characteristic--e. g., the population or biomass of an important species 

or the number of different plant or animal species present in the ecosystem. 

Alternatively, O could be interpreted as a dichotomous variable taking the 

value 0 1 = 0 in the absence of some critical ecological attribute and the value 

0 2 (> 0 1 )) when that attribute is present. In the latter case, the marginal 

utility of O is assumed to be pos itive in the interval 0 1 - Q 2 and 0 otherwise. 

To give the problem additional structure , let be some market goodX 1 

associated with use of the ecological resource. Ex amples could· include the use 
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of the services of a site for purposes of recreation, rental of a boat for fish­

ing, or hiring the services of a guide to conduct a visit to an ecological re ­

source. If X 1 =0, we interpret this to mean that the ecosystem has not been 

used by the individual. 

Assume that the individual maximizes utility subject to the budget con­

straint M - P·X = O, where P is a vector of goods' prices. The solution to 

this maximization problem yields a set of demand functions for X. In the ab­

sence of further restrictions on the form of this utility function, the demand 

functions can be written as Equation (6.1): 

(6. 1) 


The minimum expenditure necessary to attain any given level of utility is 

E = E( p I 0 I u) . (6.2) 

If U* is the solution to the uti lity maximization problem given P, M, and O, 

then the compensating surplus measure of the benefit of an increase in O from 

0 1 to 0 2 is given in Equation (6 . 3): 

S = E(P, 01, U*) - E(P, 02, U*) 
(6.3) 

02 
= f oE/oO · dO . 

01 

In this general formulation, S could be a pure use value, a pure nonuse 

or existence value, or some combination of the two. If the conditions defining 

Maier's weak complementari ty hold , then S is a pure use value (Maler [1974]). 

Two conditions on the uti!ity and demand functions must be satisfied in order 

to fit Maier's definition of weak complementarity. First, there must be a value 

for P 1 , designated as P!(O), such that the demand for X 1 is zero: 

(6.4) 
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And, second, at that price, the marginal utility or marginal welfare of changes 

in O must be zero: 

aE ( P'f(O, P2, ... , P ,
n 

02, U*)/ao = o , (6.Sa ) 

or, equivalently, 

au ( o, x 2 , . . . x ,
n 

0 2 )/ao = o . (6.Sb) 

As is now well known, the conditions defining weak complementarity also 

allow this pure use value for changes in O to be estimated by appropriate anal­

ysis of the demand function for X 1 . Specifically, S is equal to the area be­

tween the compensated demand curves for X 1 when O increases from 0 1 to 

0 2 .* That is, Sis defined by Equation (6.6): 

Pf 
s = J 

P'1 
(6.6) 

Pf 

where 

H 1 = the compensated demand function for X 1 

P l ­
1 - the given market price. 

The process of using ordinary demand functions to approximate the com­

pensating surplus measure of a use value for a quality change can be complex. 

If we are willing to assume that the quality change affects the effective price 

(or the quantity of the resource services, in this case), then the analysisX 1 

of Willig [1976] or Randall and Stoll [1980] can be used to describe how S 

can be approximated by the area between the ordinary ( i.e ., Marshal Iian ) de­

mand functions for X 1 at the two levels of O. In the case of O acting th rough 

the price, we are essentially maintaining that the effect of a change in O is 

the same as the effect of the corresponding changes in the price of X 1 . If the 

*For an elaboration, see Maler (1974] , pp. 183-89 or Freeman [1979], 
pp. 72-75. 
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role of Q in the demand for X 1 cannot be distinguished in this way, then the 

relationship between the Marshallian and Hicksian demand functions depends 

on properties of the expenditure function that are not considered in e1ther 

the Willig or Randall and Stoll analyses. Consequently , these approaches can ­

not guide an evaluation of the relationship between Marshallian and Hicksian 

measures of the welfare change associated with a change in ecological quality. 

Pure existence value occurs when X 1 = 0 at all P1 ~ 0 but au;ao > 0-­

i. e., when the second condition defining weak complementarity is violated. 

Given t his condition on use, pure existence value EX is given by Equation 

(6.7): 

EX = E ( p I Q 1t u*) - E ( p I Q 2 I u*) I (6. 7) 

where 

The necessary and sufficient condition for pure existence value is that the 

utility function be strongly separable in Q. One consequence of this strong 

separability is that changes in Q have no effect on market behavior. Thus, 

there is no basis for estimating pure existence values from observations of 

changes in market prices or quantities. 

Some authors have question ed the plausibility of a pure existence value 

that is truely independent of any use of the site. In justification for pure 

existence value, Krutilla suggested that, "A n option demand may exist, there­

fore , not only among persons currently and perspectively active in the market 

for the object of the demand, but among others who place a value on the mere 

existence of biological and/or geomorphological variety and its widespread dis­

tribution" [Krutilla, 1967, p. 781]. In an accompanying footnote , he also sug­

gested that the "phenomenon discussed may have an exclusive sentimental 

basis, but if we consider the bequest mot ivation in economic behavior, dis­

cussed below , it may be explained by an interest in preserving an option for 

one's heirs to view or use the object in question" [Krutilla, 1967, p. 781, n) . 

Later, Krutilla and Fisher wrote, 

Perhaps closely associated with option value is the value some indi ~ 
viduals derive from the knowledge of the existence of unspoiled wil ­
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derness, wild and scenic rivers, and related phenomena of peculiarly 
remarkable quality. . . . In the case of existence value, we con­
ceived of individuals valu ing an environment regardless of the fact 
that they feel certain they will never demand in situ the services it 
provides . . . however, i f we acknowledge that a bequest motivation 
operates in individual utility- maximizing behavior ... , the existence 
value may be simply the value of preserving a peculiarly remarkable 
envi ronmen t for benefit of heirs. (Kru t i lla and Fisher (1975], p. 124) 

While Krutilla and Fisher offer a bequest motivation as one of several pos­

sible explanations for a pure existence value, McConnell takes a different point 

of view: 

The notion that a good is valued only for its existence, that it pro­
vides no in situ services, is far fetched. In most cases, resources 
are valued for their use. Existence value occurs only insofar as 
bequest or altruistic notions prevail. We want resources there be­
cause they are valued by others of our own generation or by our 
heirs. Thus use value is the ultimate goal of preferences that yield 
existence demand, though the existence and use may be experienced 
by different individuals. (McConnell (1983), p . 258) 

In contrast to McConnell's view, Randall and Stoll recognize that people 

might experience other than altruistically motivated benefits from the existence 

of a site without visiting the site. However, they argue that all such non 

in situ uses are associated wi t h some aspect of market-related behavior and 

that these values thus constitu t e a form of use they label "vicarious consump­

t ion": "Thus, we consider the values generated by reading about Q in a book 

or magazine, looking at it in photographic representations, for example, to be 

use values. Clearly our definition of use includes vicarious consumption" 

(Randall and Stoll (1983), p. 267). In terms of our model, they view Q as 

enhancing the utility of perhaps several goods in the vector X. 

Neither McConnell nor Randall and Stol I recognize concern for the exist­

ence of a species out of ethical considerations as a possible motive for pure 

existence values. While ethical philosophers are not in agreement as to the 

validity and proper form of such concern,* it is possible that some people hold 

such values and are willing to commit resources on that basis. 

This discussion of the possible motivations for pure existence value i s 

inconclusive. This is at least in part because some of the arguments of the 

*For discussion of these issues, see, for example, Norton (1982), Sagoff 
(1980], and Rescher (1980], pp. 79- 92. 

6-6 



authors cited are misdirected in at least two respects. The fi rst concerns var­

ious definitions of existence value. Definitions can be considered in part a 

matt~r of taste. A set of definitions can be considered useful if it furthers 

the research objectives and leads to useful answers to meaningful questions 

and if the definitions are based on operationally meaningful distinctions . If 

use values are limited by definition to those associated with in situ uses, these 

definitions have the virtue of d istinguishing between cases where use of a site 

generates observable data and c ases where n o meaningful data can be obtained 

by observing market transactions. 

One problem with so-called vicarious uses is that the observable market 

transaction--e.g., the purchase of a nature magazine--often entails the simul­

taneous or joint use of many environmental resources so that allocation of the 

market transactions to specific resources is not possible. Furthermore, vicari­

ous use has the odd feature that use can occur--e.g., through viewing of film 

and photographs--even though the resource no longer exists. Finally, where 

vicarious uses involve information conveyed by photographs and so forth, the 

public good dimension of information seems likely to virtually destroy any mean­

ingful relationship between observed market behavior and underlying values. 

The second respect in which the preceding arguments may be misdirected 

has to do with the role of possible existence values in policy analysis. We 

are concerned wi th the question of existence values because resource misalloca­

tions will result if they are of significant size, unmeasured, and therefore omit­

ted from benefit-cost calculations. The arguments about motivations for ex ist­

ence values seem to be offered for the p rimary purpose of persuading the 

reader of the plausibility of the hypothesis that existence values are positive. 

But the real test of this hypothesis will come from the data. Rather than f ur­

ther debating definitions and possible motivations, the most useful step would 

be to proceed with a test of t h e hypothesis that existence values (defined in 

a way to make testing of the hypothesis f easible ) are positive. I f the evrdence 

supports this hypothesis, then further research efforts might be devoted to 

testing hypotheses about the determinants (motivations) or the size of existence 

values in different cases. Thus, consideration of the motivations for exis t ­

ence values is important (at th i s stage in our empirical research) only to the 

extent that these motivations affect the discussion used to explain the concept 

to individuals in a contingent valuation framework. 
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So far we have considered two polar cases in which value accrues to indi­

v iduals only through use (weak complementarity) and in which value is entirely 

independent of use (pure existence value). Now we take up the intermediate 

case where value accrues through use but the conditions defining weak comple­

mentarity do not hold. Using the model of preferences developed in this sec­

tion, we will show that there is a subtle distinction between existence value 

and nonuse value when there is some level of O (e.g., O = O) at which no 

use is possible at any price for X 1 . Finally, we will cons ider the problems of 

measuring the total benefit and its components by various techniques. 

The use value of the site being visited is the increase in expenditure 

necessary to compensate for an increase in the price of a visit sufficient to 

reduce the number of visits to zero. Thus, this value provides a dollar meas­

ure of the welfare change associated with the use that takes place at the exist ­

ing price, P1 . To measure the use value of a quality change , we are interest­

ed in how the welfare change associated with having these access conditions 

(i.e . , the price of P1 ) would itself change with a change in the qua Iity of the 

resource. Thus, the use value of an increase in quality from 0 1 to 0 2 (where 

0 2 > O1 ) is the increase in the use value of the site: 

su - E[Pf(O), P2, ... , P , 02, u* ] - ECP11 P2, ... , P , 02, U*)n n 
(6.8 ) 

- E[P!(O ) , P2, ... , p I 011 U*] + E(P1, P2, ... , p 011 U* ) IIn n 

where 

Pf(O ) = the price at which X 1 = 0 

P1 = the original price per visit. 

Implicit in this formulation is the assumption that X 1 > 0 at P 1 and 0 1 . Notice 

that SU can be defined only if there is a price that chokes off demand. SU 

can also be measured by the area between the compensated demand curves for 

at the two levels of o.X 1 

Now let us define nonuse benefits as that change in expenditure that 

holds total utility constant given that the price of visits i s so high as to elimi­

nate use of the site. In terms of the expenditure function, nonuse benefits, 

SN, are defined as follows: 
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- E[Pf(0)1 P21 ···1 p I 011 U*]n 
(6.9) 

- E(Pf(O), P21 ... I p I 021 U*)n 

According to this definition, existence benefits can be positive for potential 

users and even for those who do use the site when P1 is less than Pf. 

Now define an individual ' s total benefit from a change in O as the sum of 

that individual's use benefit and nonuse benef it: 

(6.10) 


Substituting Equations (6 .8 ) and (6 .9 ) into (6 . 10) gives t he following expres­
sion: 

S = E[Pf(O), P2 , ... , Pn1 0 2 1 U*] - E(P11 P21 ... Pn1 0 21 U*) 

- E ( Pf(0 ) 1 ••• I 

(6 . 11) 


+ E[Pf(O), P21 • • • I 

= E(P 1, P2 1 .. · 1 · P n1 0 11 U*) - E(P 11 P21 ... P n1 021 U*) . 

This expression gives the increase in the value of a resource as it increases 

in size or quality. But it does not shed any light on the value of existence 

versus nonexistence of the resource . Let O represent the minimum level of O 

at which it can be said that the resource exists. Clearly, O represen ts a 

threshold or minimum viable level of the resource. At 0 1 use value is given 

in Equation ( 6. 12): 

= E[Pf(Q), P21 ... , p 01 U*]I 
n ( 6 .12) 

- E(P 11 P21 ... P n1 01 U*) . 

Exi stence value is given in Equation (6 .13): 

SE= E(Pf(Q) 1 P2 1 .. . 1 Pn' 0 11 U*] 
(6.13) 

- E[Pf(Q )I P2, .. . p I Q, U*] .I 
n 

where 0 1 < o. 

Defining total value S as SU + SE gives 
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S ~ E[P1(Q), P 2 , ... , Pn, Q 1, U*] 
(6 .14) 

- E(Plt P2 , ... p I o, U*) . n 

Comparing the first terms of Equations (6.11) and (6.14) is instructive. If 

0 1 is less than O, the first term in Equation (6.11) does not accurately convey 

the imp Iications of the connection between X 1 and O, especially the manner in 

wh ich that association constrains the decisions an individual can make. The 

conventional expenditure function is the solution to the dual of the utility max­

imization problem subject to the usual constraints. When the level of O exceeds 

O, the constraint on X 1 is not binding , and, consequently, the form of the 

expenditure function will be different than when this constraint is applied.-More specifically, with O < O, X 1 must be zero, and greater expenditures are 

required to realize the utility level U*. The first term in the reduced v ersion 

of Equation (6.11) does not make this apparent. It appears that the only con­

straint to the level of consumption of is the price, P 1 . The distinctionX 1 

would be apparent if we solved analytically for the expenditure function using 

some specific functional form for the utility function. When 0 1 is assumed to 

exceed O, the selections of all X. 's can be assumed to be consistent with an 
I 

interior solution. However, when 0 1 is not greater, then the solution involves 

a boundary value or corner in (i.e., with = 0). There is, however,X 1 X 1 

some additional information we can use. This case must be equivalent to the 

expenditures made at level 0 1 when P 1 = Pf(Q). Thus, we can use this infor­

mation and substitute in Equation (6.11) for the first term to derive Equation 

(6.14). 

In conclusion, the total nonuse benefits of an increase in O can still be 

defined as in Equation (6. 9). But if O1 < O, nonuse benefits have two com­

ponen ts, one related to existence alone (SE) and one related to magnitude or 

s ize of the resource. 

What does this analysis imply about the measurement of existence and non­

use values? The first implication is that nonuse value and use value can only 

be meaningfully distinguished in those cases in which there is some price (Pf) 

above which use drops to zero. The definitions of both use and existence 

values are predicated on the existence of some price at which use fal Is to zero. 

And that can be assumed only if there is some nondivisibility in X 1 such that 
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quantity demanded must be zero at P 1 > M. Otherwise, total value can be 

defined as in Equation (6. 11), but no al location between use and nonuse value 

is possible. Second, Maler 1 s definition of weak complementarity is equivalent 

to saying that nonuse values are zero. But if weak complementarity does not 

hold, and if the present price of the visit is equal to or greater than Pf, then 

use value is zero while existence value may be positive. And at any price, 

even 11 nonusers 11 might become users if the price of a visit were to fall suffi­

ciently. 

Third, as Maler has shown, even if a complete system of demand funct ions 

for X has been estimated on the basis of market data, the expenditure function 

cannot be recovered unless the conditions for weak complementarity hold 

(Maler (1974], pp. 121-25, 183-89). But positive existence value implies the 

violation of the weak complementarity conditions. Thus, if existence val1.,1e is 

positive, the total value of a change in Q cannot be estimated from observa­

tions of market data. It appears that contingent valuation techniques must be 

relied upon in this case. 

The fourth implication concerns the measurement of use value. The 

accurate measurement of use value requires knowledge of the compensated de­

mand function for visits. But this demand function cannot be recovered from 

market data unless the conditions for weak complementarity hold--i. e., unless 

existence value is zero. · Of course , in some cases (as described above), use 

value can be measured as a reasonab~e approximation through the use of the 

ordinary demand functions for v isits. 

What can be said about measuring SE or SN for users? One approach 

would be to use contingent valuation techn iques to estimate total values for a 

set of users and use market tec hniques such as the travel cost model to esti­

mate SU for the same group . A comparison of the estimates of S and SU would 

constitute a test of the hypothesis that nonuse values are positive for users. 

Anot her approach is to ask people their willingness to pay for an improvement 

in Q or to preserve an ecological site of given Q even if they knew they would 

never be able to visit the site. This is the approach taken by Desvousges, 

Smith , and McGivney (1983] to estimate exis'tence values for water quality in 

the Monongahela River. One problem with this approach is that it asks people 

to place themselves in a counterfactual situation. It might be helpful to pro­

vide an explanation as to why they should imagine that they would not be able 
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to visit the site.* For example, they might be told that the price of visits 

had been increased to some very high number, effectively choking off demand 

for visits. Or they might be told that al I visits had been banned to prevent 

damage to some fragile component of the ecosystem. 

Finally, individual s might be asked to reveal their total value and then 

asked to al locate this tot a l between use and nonuse valu es. One problem with 

this approach is that respondents typically are given no guidance as to what 

conditions to assume when they perform the allocation. Since nothing is said 

in this sort of question about the assumed price of visits, there is no reason 

to believe that the respondent's mental processes will reproduce the conditions 

defining existence and nonuse values stated above. 

6.3 UNCERTAINTY OF EXISTENCE 

In this section we extend the discussion of use, nonuse, and existence 

values to the case where the individual is uncertain as to the existence or sup­

ply of the environmental resources. We assume the individual has assigned 

probabilities to the two states of nature- -the resource exists, Q = Q; and the 

resource does not exist, Q = 0. We develop measures of value for regulation 

that cause the individual to revise upward the probability that Q= Q. And 

we consider the possible relationship between these measures of value and 

observable ex post measures, namely changes in expected use values. 

Our analysis will also restrict the general framework for describing indi­

v !dual choice that was discussed in Chapters 3 and 4 by assuming there is a 

specific source for the state dependency in individual uti Iity · functions. Recall 

that, in Chapter 4, the planned expenditure function was defined by acknowl­

edging the existence of state-dependent utili t y functions but without describing 

the factors t h at caused the marginal utility of income to vary with state. Here 

*In the Desvousges, Smith, and McGivney [1983) effort this was done 
through the use of the value card. This interviewer aid was used to explain 
to respondents the different potential types of values for a water quality im­
provement including the use, optipn and existence values. After a few ques­
tions designed to provide respondents practice with the proposed taxonomy, 
the framework was used to elicit the components of t h e total value of the re ­
source. I t is, of course, an open question as to whether this approach faci l i­
tates the task that confronts survey respondents. 
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we will assume that the state dependency arises exclusively as a result of the 

existence of the environmental resource. Our framework is completely consist­

ent with a state - dependent specification with two states. We have simply give.n 

a somewhat more specific form to the function by specifying that 

and 

Let and < q 1 ) be the probabil ities that the resource will notq 1 r 1 (r1 

exist in the absence of and with the policy, respectively. So, q 2 ( = 1 - q 1 ) 

and r 2 (= 1 - r 1 ) are the probabilities of existence or supply--with r 2 > q 2 . 

Expected utility in the absence of the policy is given in Equation (6.15): 

(6.15) 

The subscripts on the goods vectors X. allow for the possibility that purchases
I 

of market goods -- visits to the resource in particular- - will be affected by the 

availabi lity of the resource. 

As discussed in Chapter 5, assuming that the individual minimizes the 

planned expenditures required to realize a given expected utility subject to 

the set of contingent prices, the planned or ex ante expenditure function can 

be written as Equation (6.16) : 

IE[ P, ql, Q, E(U)*] (6 .16 ) 

where 

P = the vector of prices for contingent claims. 

The ex ante benefit of the policy that raises the probability of supply is the 

decrease in expendi ture to attain E( U )* made possible by the higher probabi Iity 

of sup pl y as given in Equation (6 . 17): 

S = E[P, q 1 , q 2 , Q, E(U)* ] - E[P, r 1 , r 2 , Q, E(U)*] . (6.17) 
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This measure captures both ex an t e use and existence values . Estimates of S 

might be elicited by appropriately designed contingent valuation questions that 

describe the ecological resource and the change in risk associated with the 

policy. 

Often analysts have estimates of ex post use values derived from observa­

tions of actual users based on, for example, the travel cost site demand model. 

A natural question is whether ex post use values can be the basis of estimates 

of ex ante values. Two kinds of problems are encountered rn trying to calcu ­

late ex ante values from observed ex post u se values. The fi rst problem, of 

course, is that there is no log ica l relationship between u se v alues and nonuse 

and existence values, even for users. So to the extent that nonuse values 

and existence values are sign ificant, observations of use values will yield 

underestimat es of total values. Moreover, t h e error potentially could be quite 

large. 

The second kind of problem arises because of the difference in perspec ­

tives between the desired ex an t e value and the observed ex post value. The 

remainder of this section expands upon the material developed in Chapter 4 

by focusing on ecolog ical values and the re lationship between ex post and 

ex ante use values within a framework that assumes a specific source of the 

state dependency in utility and a specific in stitutional framework for individual 

adjustment in response to a risk change. This focus per mits an evaluation of 

the natu re and extent of possible errors involved in using ex post values as 

estimators of ex an te use values . 

To focus attention on use values , we assume that nonuse and existence 

values are zero. We also assume that i ncome and prices are constan t across 

states of nature. Finally, we assume that there are no contingent claims mar­

kets and that state-dependent payments for the resou r ce are not feasible, so 

that the maximum state independent payment or option price (OP) for the 

reduction in risk is the relevant ex ante welfare measure. Option price is 

that constant payment for the policy that makes the expected utility with the 

policy equal to expected utility withou t the project. It is the solution to Equa­

tion (6.18) : 
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(6.18) 

where V( ·) is the indirect utility function associated with U( ·). It is assumed 

constant in all states and Y is income. 

Since the ex post use value, SU , is the solution to Equation (6. 19), 

V( Y - SU' Q) = V(Y, 0) 	 (6 .19 )I 

Equation (6 .18) can be written as Equation (6.20): 

(6 .20 ) 

In the most general analysis, four possible patterns of supply uncertainty 

and risk reduction can be distinguished on the basis of whether the policy 

eliminates uncertainty (r2 = 1) or not (r2 < 1) and whether or not there is a 

possibility of supply in the absence of the policy.* These cases can be sum ­

marized as follows: 

Case A: No policy, no supply. 

With policy, sure supply--q 2 = 0, rz = 1 . 


Case B: 	 No policy, possible supply. 
With policy, sure supply--q 2 > 0, rz = 1 . 

Case C: 	 No pol icy, no supply. 
With policy , possible supply- - = 0, < 1.q 2 r 2 

Case D: 	 No policy, possible supply . 

With policy, possible supply- - 0 < q 2 < r 2 < 1. 


The relationship between OP and the expectation of SU can be anal yzed 

for each of these cases by imposing the appropriate probability conditions on 

Equations (6.18) or (6 . 20) and solving for OP. 

For Case A ( q 2 = 0, = 1), Equation (6.20) reduces to Equation ( 6.21a ):r 2 

V(Y - SU, Q) = V(Y - OP, Q) 	 (6.21a) 

* This analysis is based on Freeman [fort hcoming b]. 
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Therefore, 

(6.21b) 

Option price equals the increase in expected surplus, and there is no error 

involved in using SU as an ex ante welfare measure. But this should be no 

surprise. There is no uncertainty either with or without the program. 

For Case B (q 2 > 0, = 1), Equation (6.20) becomes Equation (6.22):r 2 

(6.22) 

Bishop [1982) and Brookshire, Eubanks, and Randall [ 1983) present ( respec­

tively ) mathematical and graphical proofs that option price is greater than ex­

pected use value for risk averse individuals.* A graphica l proof can be 

presented with the aid of Figu r e 6-1, which shows utility as a function of in­

come, given that the resource is available. Assume that q 2 = 1/2. The left 

side of Equation (6. 22) gives E( U )* as shown in the figure. Now suppose 

that with the program the individual must make a state-independent payment 

equal to (r 2 - q 2 )SU = 1 / 2 SU. The expected utility of this payment scheme 

is E( U ), > E( U )*. Thus , the maximum state-independent payment or option 

price is greater than 1 / 2 SU. The intuition is straightforward. In the ab­

sence of the program, the individual, in effect, holds a lottery on Q. The 

risk-averse individual would pay more than the expected monetary equivalent 

of the lottery (expected SU) to eliminate the uncertainty associated with the 

lottery. The excess of option price over expected SU is a risk-aversion premi­

um or supply side option value in Bishop's terminology. 

For Case C ( q 2 = 0 , < 1), Equation (6.20) becomes Equation (6 .23 ) : r 2 

(6 .23 ) 

*Both papers were concerned with a different formulation of the question. 
They defined supply side option value as t he difference between OP and ex­
p.ected SU and asked whether supply side option value was positive or nega­
t i ve. 
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Figure 6-1. Option price and expected use value with risk aversion. 
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In this case, the sign of option value is indeterminate. A mathematical proof 

requires the introduction of two new terms.* 

Let Y* =Y - OP and define SLJ' by 

V(Y* - SU' Q) = V(Y*, O) . ( 6.24) 

Strict concavity of V in income implies: 

V(r 1(Y* - SU) + r 2 Y*, Q) > r 1 V(Y* - SU' Q) + r 2 V(Y;+', Q) ( 6.25) 

Using Equations (6.23), (6.25), and the definitions gives 

(6 .26 ) 

Thus, 

- OP - S * + r 2 S * > - Su U U I 

or, after some rearrangement, 

(6.27) 


If SU is independent of income, then the second term on the right side 

of Equation (6.27) drops out and option price is less than expected SU. But 

in the more likely case that Q is a normal good or has a positive price flexi ­

bility of income, then SLJ' > SU. Although Equation (6.27) must still hold, OP 

could exceed r 2Su. 

The behavior of SU as a function of income is the basis of Cook and 

Graham's (1977] measure of the irreplaceabi lit y of a good: 

d~ ClV(Y I O) / ClY= 1 - (6 .28 )
dY 

According to Equation (6.22), if Q is replaceable in this sense (dSU/ dY = 0), 

then supply .side option value must be negative. Smith (1984) has also used 

the index of irreplaceability or uniqueness in establishing bounds on demand 

s ide option value. It is important to draw attention to the role played by the 

*We are indebted to John Fitzgerald for suggesting this proof. 
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Cook-Graham index in these analyses. It provides a gauge of the element in 

a state-dependent model of consumer behavior under uncertainty that is impor­

tant for the outcomes and valuations of policy changes implied by the model. 

That is, it provides a simple description of the extent of the difference in the 

marginal utility of income at points that would be regarded as equivalent in 

terms of their respective levels of the total utility. That is, the point de­

scribed by Q ::: Q and income at Y - SU has the same total utility as the point 

at which Q == 0 and income is Y. They are on the utility certainty locus. 

However, a marginal change in income means something quite different in the 

two states. It is this point that Arrow [1974) identified as the key element 

in a state-dependent specification. With our restriction in the source of the 

state dependency for the analysis of this chapter, this result then describes 

how the importance of the state dependency is realized through the change in 

a component (SU) of the ex post measure of the change in Q. 

In Case 0, al l of the probabilities are positive. We have not been able to 

find a general proof regarding the relationship between OP and ( r 2 - q 2 ) SU. 

However we have done sample numerical calculations with alternative utility 

functions, parameters, and probabilities and have found examples to show that 

OP - (r2 - q 2 )SU can be either positive or negative. Some of these calcula ­

tions are shown in Appendix A. These calculations seem to suggest that the 

difference between OP and (r2 - q 2 )SU may be relatively small; but this is not 

a firm conclusion. The question requires further research.* 

To summarize the results of this analysis, expected use value is an 

ex post valuation measure. B u t if the indirect or van Neumann-Morgenstern 

utility function is known, then it may be possible to derive analytical expres ­

sions for the calculation of option price as a function of expected SU and the 

parameters of V( ·). Thus, if option price is the desired ex ante welfare indi­

cator, it may be possible to compute option price from the available ex post 

indicators and assumptions concerning degree of risk aversion and so for th. 

As we discussed in Chapter 4 , option price is a measure of welfare change 

that assumes a specific set of opportunities for adjusting to risk are avai lable 

*See Freeman [1984a] for some results of an investigation of the likely 
magnitude of demand side or 11 timeless 11 option value. 
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to the individual such that state-dependent payments are not possible. If 

there are actuarially fair opportunities for insuring against risk either through 

contingent claim markets or alternative payment plans, then option price is 

an underestimate of the ex ante welfare measure. And, in any case, none of 

these measures based on use data reflects any form of nonuse value. 

6.4 CONCLUSIONS 

In this section we draw out some of the implications of the preceding anal­

ysis for efforts to estimate the ecological and intrinsic benefits stemming from 

hazardous waste regulation. In a world of uncertainty, individuals can be 

placed in one of three categories with respect to their possible use of the eco­

logical resource . First, there are those who are cert ain to use the resource 

if it is available. Second, there are those who are uncertain of their use of 

the resource. They are potential or possible users. And third, there are 

those whose probability of using the resou rce is effectively zero-- i .e., they 

are nonusers. The first and second categories of individuals can have both 

use and existence values for the resource . The third category of individuals 

can have only existence values . Of course , the boundary between the second 

and third categories may be indistinct in practice. I f we ask individuals to 

identify themselves as either potentia l users or nonusers, some people with 

low but nonzero probabilities of future use may identify themselves as non­

users. And statistical models for predicting probability of use may generate 

trivially small but nonzero probabilities for many individuals. As a practical 

matter, they should be treat ed as nonusers. 

For the moment let us assume that the probabili t y of the supply of the 

resource is one. Use values for actual users (drawn from both the first and 

second categories) can be estimated by existing indirect methods such as the 

travel cost model. But these methods are incapable of shedding any light on 

possible existence values. 

One approach to estimating the total value for users is to ask them a 

contingent valuation question about their total willingness to pay for the re­

source. If respondents understand that this value is to encompass both use 

and existence values, then their answers are all that is needed for policy pur­

poses. However, to test hypotheses about the magnitude of and determinants 

of existence value , it would be useful to have the total value broken down 
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into its two components. Some researchers have simply asked people to allocate 

their total willingness to pay into use and existence categories. One difficulty 

with this approach is that it asks people to place themselves in a hypoth~tical 
situation, which may be difficult for them to imagine. That is, it as ks them 

to imagine that they are nonusers without specifying for them the reason that 

they no longer use the resource. A recommended principle in the design of 

contingent valuation instruments is that questions should correspond as closely 

as poss ible to respondents' actual situations.* Another approach is to compare 

the contingent value responses with estimates of use values derived from Indi­

rect techniques. In princip le, the difference between the two measures is 

existence value. However, in p ractice , at least part of the difference may be 

due to measurement errors in either or both measures. 

For the second category of users, one approach is to estimate expected 

consumer surplus from data on actual users and to use assumptions about the 

structure of demand uncertainty and preferences to compute option p rice . 

But this gives an estimate of the increase in expected utility associated only 

with use. Again, the only way to get at existence values is to ask a contin­

gent valuation question about total willingness to pay. And, finally, for non ­

users, contingent valuation questions are the on ly basis for drawing inferences 

about existence values. t 

In the case of uncertainty in supply and programs to increase the proba­

bility of availability, consumer surpluses of actual users may provide a basis 

for estimating increases in expected use values. But, as in the case of only 

demand uncertainty, contingent valuation questions are required to obtain total 

values that include existence values. 

*For a more complete evaluation of the reference operating conditions 
that include this requirement, see the Cummings, Brookshire , and Schu lze 
[1984] definition. 

t see Brookshire, Eubanks, and Randall [1983] for an example in which 
certain nonusers in the sample were identified . Their responses were inter­
preted as pure existence values. 
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PART II 


RESEARCH DESIGN, QUESTIONNAIRE 

DEVELOPMENT, AND THE SURVEY 


Part 11 of this draft interim report describes how we implemented the con ­

ceptual framework developed in Part I t h rough designing and completing a con ­

tingent valuation survey to measure the benefits expected to accompany haz ­

ardous waste regulations. Part 11 comprises the fol lowing four chapters: 

Chapter 7 	 Research Design: The Transition from Theory to 
Practice 

Chapter 8 	 Su rvey Questionnaire Development 

Chapter 9 	 Sampling Plan and Survey Procedures 

Chapter 10 -	 Profile: The Survey Area and Its Population 

As suggested by their titles, the first three chapters describe the evolution 

and development of the survey questionnaire, the experimental design, and 

our survey administration and sampling procedu res. The last chapter in this 

part briefly describes the su r vey area , t he information on hazardous wastes 

ava ilab le to survey respondents, and the attitude and c haracter of survey 

respondents. 

In the process of conduct ing and reporting on a fairly long, complex re­

search effort , the s pecific detai Is of the tas ks involved in the research, both 

important and tangential , can obscure the reader's overall perception of the 

research objectives. For th is p roject it is important to remember that the pri ­

mary objective was to value changes in the risk of exposure to hazardous 

wastes . In particular, in cont rast to the strategy adopted by the Cummings, 

Brookshire, et a l . [1983) study that sought to value regulations, our premise 

is t hat the hazardous waste regulations provide a reduction in the risk of ex ­

posure to these wastes. In effect , the regulations deliver a risk change--and 

a change in a very specific kind of risk at that: the risk of exposure to haz­
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ardous waste. Thus, to measure the benefits of a regulatory policy, it is 

necessary to value this change in risk. This implies that it is necessary to 

know how individuals value changes in risk and to obtai n empirical estimates 

of those values. We have argued in the conceptual analysis that not all risks 

are the same. Therefore, it is also important to know how the empirical esti ­

mates of these values are influenced by the specific features of the risk (e.g., 

the attributes of hazardous waste risks are likely to differ from occupational 

risks), the circumstances of what is at risk, and the characteristics of the 

individuals who are asked to envision themselves as experiencing the changes 

in risk. These observations are not new. Indeed, the literature on people's 

ability to process risk information--both from experts and ordinary individu ­

als--suggests that all of these elements will be important to interpreting the 

results of any effort to value risk changes. 

The experimental economics and psychology literature on individuals' be­

havior under uncertainty provide valuable insights that infIuenced several 

dimensions of our research design for valuing changes in hazardous waste risk. 

For example , work by Schoemaker [1982), Hershey, Kunreuther, and Schoe­

maker [1982), Tversky and Kahneman [1981], and Stevie and Lichtenstein 

[1984) points out t he need to consider various features of the risk itself. 

That is, hazardous waste risks may have certain attributes or characteristics 

that will affect people 1 s values for reductions in these risks. The importance 

of the context of the risk also clearly emerges from this literature. Context 

impl ies that the circumstances through which the individual experiences the 

risk (whether real or hypothetical) may affect his valuation of a risk change. 

One of its central elements in any description of risk is the implicit property 

rights surrounding the risk change. 

Some elements of the research also stem from another closely related set 

of research--the recent findings of the state- of-the-art assessment of the con ­

tingent valuation method (see Cummings, Brookshire, and Schulze [1984)). 

Chapter 7 begins this section by discussing how the conceptual framework 

influenced the structure of the questionnaire and its implementation in the sur ­

vey design . . 

Of course, it is also important to note that the nature of the research 

design was significantly influenced by the focus groups conducted in the early 
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stages of developing methods for discussing hazardous waste and risk with 

individual s. These activities are described in some detail in Chapter 8 (and 

in greater detail in Desvousges et al. [1984a,b]). 

The sampling and survey design, described in Chapter 9, highlight the 

target population, the sampling procedures used to obtain a representative 

sample of the target population, and the survey procedures that implemented 

the sampling, and in fact, the research design. Chief among these are the 

detailed quality controls for the monitoring of interviewing process. 

Chapter 10 provides a brief overview of the survey area, the target pop­

ulation, and how our respondents compare with that populat ion. In addition, 

it also includes a brief description of several hazardous waste contamination 

incidents that have occurred in the survey area and types , amounts , and 

sources of the information concerning them. Finally, the chapter profiles cer­

tain key features of the survey respondents including their knowledge and 

perception of hazardous wastes . 
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CHAPTER 7 


RESEARCH DESIGN: THE TRANSITION FROM 

THEORY TO PRACTICE 


7 .1 INTRODUCTION 

This chapter describes the research design that underpins our contingent 

valuation survey for measuring an individual's values for reductions in the risk 

of exposure to hazardous wastes. It has a difficult but important task because 

it translates theoretical concepts and findings into their empirical counterparts. 

The research design links the conceptual analysis, developed in Part I of this 

report with the quest ionnaire devetopment effort and the survey sampling and 

admin istration procedures described in this part. Equally important, i t also 

provides some of the rationale for the analyses of the survey data that are 

described in Part 111. In essence, then, the research design explains the 

reasons behind the structure of the empirical research and out lines in general 

terms hypotheses to be tested in the empirical analysis. 

With valuing changes in hazardous waste risk as its focal point , our de­

sign tries to determine the most salient features of risk as a com.modity. In 

performing this task, the design considers the sources of value (for both use 

and intrinsic values), the attributes or characteristics of risk, the assignment 

of property rights, and the basic elements of the risk change itself--initial 

values, endpoints, and outcomes at risk. To organize these efforts, t he chap­

ter examines how the risk-related concepts affect the main objectives of our 

research. It also draws on our conceptual analysis from Part I for most o f 

the guideposts of our organization. 

The scope and complexity of concepts relating to valuing changes in risk 

suggest that developing an effective research design will be difficult. For 

example, the concepts ignore neatly drawn disciplinary boundaries by involving 

changing mixtures of economic, psychological, and sociological phenomena that 

researchers from each of the disciplines have considered. With this diversity 

of disciplines , the research design presented in the chapter follows from our 
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primary objectives of estimating the use and intrinsic benefits associated with 

reductions in the risk of exposure to hazardous wastes. However, it also tries 

to blend together those elements from various disciplines that seemed most im­

portant for how people perceive and process the information on, and ultimately 

value t he changes in, the risk of exposure to hazardous wastes. The final 

blend follows from our review of the literature, our experiences in the focus 

group discussion sessions , and suggestions received from many outside review­

ers. Consequent ly, this chapter describes how each of the research issues 

affects ou r objectives, considers their importance for valuing reductions in 

the risk of exposure to hazardous wastes and for the comparison of different 

approaches for valuing risk changes, and pinpoints how t hey are reflected in 

the overall design. 

7.2 GUIDE TO THE CHAPTER 

Section 7. 3 of this chapter provides an overview of the project leading 

up to the development of the research design. Section 7. 4 describes the types 

of values--use and intrinsic--that are addressed in the research design. Sec­

tion 7. 5 addresses the importance of different initial levels of risk and sizes 

of risk reductions on individuals' values of reductions in risk. Section 7. 6 

provides the rationale for and treatment of the assignments of the property 

rights of risk changes in the design. Section 7. 7 highlights the two types of 

risk included in the research: risks of exposure to hazardous wastes and 

occupationa l risks . It also discusses risk attributes and their inclusion in the 

research design. Section 7. 8 considers the context of hazardous waste risks 

and how it affects the research design. Section 7. 9 describes risk outcomes 

and endpoints. Section 7 .10 examines three issues from the contingent valua­

tion literature that were important to the research design: the role of the 

question formats used to elicit risk values, the information provided to re­

spondents, and the perceptions of the contingent commodity . Section 7. 11 

discusses the features of the design that allow for a comparison of its values 

with those measured using indirect approaches for benefits measurement. Sec ­

tion 7 . 12 ex plains the interconnections in the research design. Finally, Section 

7. 13 con siders the implications of the various issues discussed in this chapter 

for the research design. 
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ceptual analysis in Part I identifies two primary sources of values for reduc­

tions in hazardous waste risks: reduction in risks of exposure to members of 

a household and reductions in risks of exposure to the ecological system. Risk 

reductions to household members are analogous to the traditional category of 

use benefits. There is an important difference in perspective. They affect 

the household's ability to attain satisfaction in expected value terms. 

Reductions in ecological risks do not accrue directly to the household. 

Rather, they affect components of the ecosystem such as the flora and fauna. 

To the extent the household does not use the services of the affected compo­

nents of the ecosystem, we can expect that the household realizes only the 

knowledge that these risks to the ecosystem are reduced. We have identified 

these values as existence or intrinsic benefits, but, our understanding of the 

motives for these values is limited. For example, Randall and Stoll (1983] sug­

gest that a form of altruism is the primary motive for intrinsic values, but 

this view is far from a consensus. In addition, as discussed in Chapter 6, 

ethical concerns may provide motives for these values. Presently, there is 

not a strong a priori basis for identifying which motive, or set of motives, is 

most important for these values. Nonetheless, the focus groups that were used 

to help develop the questionnaire give some suggestive but informal informa­

tion. For example, the focus group participants, especially in church groups, 

frequently used the term stewardship when describing their motives for 11 critter 

values. 11 (See Chapter 8.) 

Our research design considers both types of values but attaches greater 

weight to eliciting households' values for reducing their own risks of exposure 

to hazardous waste. More attention is paid to these use values because they 

are more central to our primary objective. Nevertheless / this emphasis does 

not reflect a judgment that intrinsic values are less important. Rather , it re­

flects our need to focus primarily on what can be addressed in the present 

research with the information available on the motives for intrinsic values under 

risk. 

7. 4. 1 Measurement Concerns 

The issues surrounding the measurement of individuals1 valuations for 

risk reductions are especially complex. Consequently, estimates for them are 

likely to be the most controversial . For example, Kahneman 1s (1984] comments 
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on the use of contingent valuation methods to estimate the value of some amen ­

ity resources do not offer much encouragement for trying to measure these 

values. His comments imply that these benefits may be value- laden with ideo­

logical overtones . * Specifically, he argues that, where there has not been 

experience in purchasing a commodity (and, presumably, th is experience could 

be direct, as with market goods, or indirect, as would be the case with com­

modities requiring the individual to incur costs to experience the service ), 

the expression of preferences may lead to nonsensical estimates of value and 

be a "symbolic demand." Under this view, the use of contingent valuation 

for measuring the values of goods or services having no ind i rect basis for val­

uation would be questionable. He summarized his concerns by noting that 

In particular, I question the existence of a coherent preference or­
der at the individual level which is waiting to be revealed by market 
behavior. I am not sure that I have a "true" dollar value for the 
trees that I can see out of my window. [Kahneman, 1984, p. 233) 

Given this view- - which might be regarded as an indirect implication of Cum­

mings , Brookshire , and Schulze 1s [1984) reference operating conditions--how 

does one proceed to try to measure the values of risk changes, especially when 

contingent valuation offers the on ly approach presently avai lable? Our research 

design addresses the measurement of these values in several very specific 

ways. Fi rst, it recognizes that individuals may have different capacities to 

envision the proposed risk changes and to value them. It is difficult to dis­

agree with the Kahneman position or even the position suggested by Freeman 

[1984b] that people are being asked to perform very difficult tasks for which 

they have little prior experience in that particular range of their preference 

structure. The research design reflects this position by eliciting va lues for 

two different risk changes from each individual. This allows the empirical 

analysis to address the effects of differences among individuals in their ability 

* The relationship between a change in utility and dollar measures of that 
change have been controversial since Alfred Marshall first introduced the con­
cept of consumer surplus. For the most part, the literature on developing 
these valuation measures has accepted a Hicksian framework and focused on 
va lu ing price and quantity changes (see Morey (1984)) . The development of 
dollar measures for t h e uti l ity changes associated with quality changes is not 
as clearcut. For an illustration of these issues, see Desvousges and Smith 
[1984]. 
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to research their preferences. For example, the models discussed in Chapter 

13 recognize that values will differ depending on differences in income, educa­

tion, and knowledge of hazardous wastes across individuals. Moreover, they 

attempt to adjust for the differential performance of the model itself in explain­

ing valuations across individuals. 

The focus group and videotape sessions also played an important role in 

designing a set of questions that attempted to reflect the Kahneman concerns 

about measuring values for commodities that are not routin.ely a part of pur­

chase and consumption decisions. These sessions asked people about how they 

thought about these values, their motives, and the sources of their values. 

In effect, these sessions explored ways that might make it easier for people 

to search these new areas of their preferences. Based on the focus group 

sessions, it appeared that the more specific the situation in which the risks t o 

individuals ( and to the ecosystem) was framed in the hypothetical questions , 

the easier it was for people to appraise their valuations for these risks. This 

find ing is consistent with Wallsten and 8udescu 1s [1983) evaluation of approach­

es to encoding probabilistic information from experts on particular phenomena. 

They suggest that the analyst has to carefully speci fy the class of events in 

question, the sources of information to be considered , and the causes of unre ­

liabili t y in the information. Thus, presurvey attempts to understand how 

people formed their preferences substantially affected the research design for 

eliciting and measuring the valuation of risk reductions. 

7. 4. 2 Sequence Effects and Intrinsic Values 

The conceptual framework developed in Part I of this report described 

the rationale for measuring individuals 1 values for risk reductions in an ex ante 

framework for both use and intrinsic values for changes in risk. Yet there 

may be differences in how risks affect these values. That is, in describing a 

risk change to a household, to elicit what is described as an ex ante use value, 

the risk change must be experienced by the household. In contrast, the in­

trinsic values are associated with changes in risks to the ecosystem (and not 

the household). The description and character of each is distinct . However, 

in some ways, this is an easier separation to explain than with the services 

associated with many other environmental policies. For example, to elicit the 

existence value of a water quality change in a specific lake or river, circum­

7-7 




stances must be described to an individual to preclude use of the improved 

resource by him or his household members. As we acknowledged in Chapter 6 , 

this hypothetical situation may be so implausible that it becomes completely 

unrealistic. By contrast , with a risk change, it is possible that disposal prac­

tices might reduce the risks experienced by one group (e.g., households) but 

not those of another (i.e., nonhuman species that constitute the ecosy stem ) 

or vice versa. 

Past research on the process of eliciting these values· suggests that the 

order or sequence of the valuation requests in a questionnaire may influence 

the authenticity of the values provided. Because of this plausible separation 

in the mechanism delivering the risk reduction, it appears that the sequencing 

issue may be less important for estimating different types of values for risk 

reductions. Nonetheless, it is important to discuss the sequence used i n the 

research design and the potential relationship it might have for the valuation 

estimates. Mitchell and Carson (1984), Randall, Hoehn, and Tolley (1981), 

and Cummings, Brookshire, and Schulze (1984) all have expressed concern 

over the potential importance of the sequence in which a value is elicited. 

For example, Randall, Hoehn, and Tolley (1981] found that the question se­

quence eliciting the value people placed on visibility improvements in the 

Grand Canyon affected the value. Our research does not exp l icitly provide a 

test for the effect of question sequences. Instead, the intrinsic value question 

was asked after the use values, always as an incremental amount. 

All of the questionnaire types in our survey maintained this incremental 

format--i .e ., eliciting intrinsic values as an additional amount. This is in con ­

trast to the Mitchell and Carson [1984) procedure that elicited a 11 total 11 value 

for water qua Iity that reflected both use and intrinsic values. One reason 

for our use of a different procedure was to avoid mixing the very diff erent 

characters of the two risks when they were presented to people. For example, 

the events at risk are fundamentally different. The use value is a reduction 

in risk of exposure (and potentially death, depending on the conditional risk) 

to the household, whi le the intrinsic value is a reduction in risks only for 

species in the natural environment. Our explanations also implied that the 

character of the risks would differ in terms of their respective endpoints. 

The endpoints for the household risks were always at some s"pecific level of 
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risk (or zero for those in the ranking version). The endpoint for species in 

the ecosystem was the unspecified risk level that these creatures face in their 

natural habitat. 

The design does provide for two different sets of questions to precede 

the intrinsic value question, depending on the question format used to elicit 

the use values. For example, respondents receiving the direct question ver­

sion ( discussed in more detail later in th is chapter) were asked to reveal 

amou nts that they were willing to pay to obtain two successively lower levels 

of risk that varied within the design. However, the direct question version 

of the questionnaire did inform people in advance that the valuation exercise 

would elicit the two changes in the household 1s risk of exposure and an addi­

tional amount for critters. This advance notification was one element used in 

the structure of the questionnaire that attempted to reduce the potential se­

quencing effect in the direct question version. 

In addition, the design elicited an intrinsic value from survey respond ­

ents , who gave zero bids for reducing their own household risks. Therefore, 

all respondents had the opportunity to express a value for intrinsic benefits. 

This approach contrasts with that used in Desvousges, Smith, and McGivney 

(1983), where values were elicited only from respondents who had given a pos­

itive dollar value to earlier use value questions. In the present survey , the 

individuals also differ in the initial levels of risk described for the intrinsic 

value question. Zero bidders, who chose not to 11 purchase11 household risk re­

ductions, had higher initia l risk levels posed in the critter question than the 

people who purchased one or more reductions in household risk. Thus , the 

present design allows for a somewhat fuller treatment of intrinsic values. The 

importance of this alteration is an empirical question that is addressed in 

Chapter 11. 

Although the design used the same question to elicit the intrinsic value 

questions for respondents who received contingent ranking version (also dis­

cussed later in this chapter ), the procedure differed from the direct question 

version. The individual receiving the ranking version was asked to rank-order 

four pai rs of exposure risks and payments. Following the ranking, a contin­

gent valuation question was posed to elicit the willingness to pay to reduce 

household risks to zero was posed. This process p·rovides another initial level 
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of risk depending on whether or not the person purchased the household risk 

reduction. (The zero risk question was designed to address another issue 

hypothesized to have an important effect on behavior under uncertainty- -the 

so-called "certainty effect, 11 which is discussed later in this chapter.) In ad­

dition, in the ran king questionnaires, the individual was not told that an in­

trinsic value would be elicited after the value for reducing the household risk 

to zero. While this notification was inadvertently omitted and not a planned 

part of the design, it may provide a basis for evaluating some aspects of the 

sequencing problem. Thus, the research design placed the intrinsic value 

questions in very specific positions depend ing on the version of the question­

naire administered. The amount of information provided to people and the ini ­

tial risk level was designed to permit differences in the starting risk level 

across versions of the questionnaire. 

7 .5 THE EFFECT OF RISK LEVELS AND CHANGES 

This section highlights three dimensions of the risk information used in 

the research design t h at has been found in past research to be important to 

individuals' behavior under uncertainty: the level of the risk, the size of 

the risk change, and the specific set of probabilities (i.e., exposure and con­

ditional) leading to these outcomes. 

7.5.1 Risk Levels 

Past research , both theoretical and empirical, has suggested that the level 

of the risk that confronts the individual when an increment (reduction or in­

crease) is proposed can affect ~is marginal valuation. One rationale for in­

cluding the level of risk as a feature of the design is that it was found t o be 

important to the marginal valuation of risk (see, for example, Chapter 5) . 

A second reason may explain differences in the valuations for risk reduc­

tions from very low initial levels. This explanation works in the opposi t e di ­

rection to that used in most of the economics literature discussed in Chapter 5. 

That is, people may have higher values for risk reductions starting at very 

low levels because they may perceive that there is less technical knowledge or 

experience about these risk levels. For example, if a disease is known to be 

fatal in one out of every five cases, the individual may value a reduction in 

risk quite differently than if the fatality of the disease was one out of a mil I ion 
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cases. In the second case, because the disease is rare, the individual may 

wel I regard the information provided on low-probability events as less accurate. 

That is, the individual is perceiving a d i fferent second-order probability dis­

tribution for the risks of death in the first case, where death is a more fre­

quent occurrence, than in the latter case. Thus, the increased marginal val­

ues for reductions may ref lect the greater perceived second-order uncertainty 

in the information on the risk. 

The importance of assessing the effect of different initial levels of risk 

for valuing changes in hazardous waste risks is heightened by the uncertain 

nature of the technical information about the in i tia l levels of risk. Three fea ­

tures complicate the technical estimation of the risks from hazardous wastes. 

One, research on exposure pathways, waste toxicity, and even the volume of 

the waste is in fairly ear ly stages. For example, the Conservation Foundation 

(1984] and Office of Technology Assessment (1983] both point out the need 

for more and better technical information. Two, it seems possible that, even 

with better technical estimates of the risks from hazardous wastes, there will 

be a substantial range of these risks depending on t he characteristics of the 

specific site. Sharefkin, Schechter, and Kneese [1984] stress the importance 

of site specific features such as g eohydrology. Three, differences in response 

among receptors o.f exposure--e . g., people or ecosystems--are not well under ­

stood. Thus, having a research design that allows for different initial levels 

of risk is important not only from the perspective of consistency with the con­

ceptual analysis used to define valuation measures for risk changes, but also 

from a very practical point of view that the situations i n which regulations 

for haza rdous wastes are proposed may involve a rather wide range of risk 

levels . 

Allowing for varying in itial levels of risks in the research design is also 

important because these levels may affect how individuals process information 

about risks. In effect, the kinds of thought processes that individuals can 

bring to bear on a question involving risk will be important to the valuation 

task that is central to contingent valuation. These thought processes may 

differ for different levels of risks. Wallsten and Budescu (1983] suggest that 

in i ts most general and far-reaching terms, the psychological considerations i.n ­

vo lve factors that influence memory and how p eople use information. Fischhoff, 

Slavic, and Lichtenstein [1980], Tversky and Kahneman (1974] and Kahneman 
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and Tversky [1979] have documented the heuristics or judgment devices - -e. g. 

anchoring,* representativeness, and availability--that may bias an individual's 

ability to judge situations involving risk. For example, if the individual felt 

that the high initial values of risks in the research design were not "repre­

sentative" of hazardous wastes, then it may affect their ability, or willingness, 

to search their preferences and provide an estimate of value. One way the 

research design attempted to deal with the representativenesss heuristic was 

in the questionnaire design. The interviewers asked respondents to consider 

the hypothetical levels as if they were the actual levels but acknowledged that 

even experts did not know for sure the exact size of the initial values. t A 

second way was to use different initial levels for different individuals to try 

to assess the potential effect within the design itself . 

The availabil ity heurisitic suggests that people may assess the probabil ity 

of an event by its familiarity. That is, the more information available to the 

individual (e.g., newspaper or television articles), the more likely he may be 

to 11 overestimate 11 the probabil ity of an event occurring. The research design 

allows for an examination of the relationship between avai lability an d the initial 

level of risk by aski ng in the questionnaire about the amount of information 

that respondents had available. In addition, it asked respondents whether 

they had attended town meetings about hazardous wastes. 

All of the discussion of responses to risk levels, whether reflecting indi­

viduals' perceptions of the quality of the information provided or based on 

the heuristics suggested by some psychologists as the means used to process 

*The anchoring heuristic in which people 1s values might be affected by 
implied starting values or anchors especially is important for the format of the 
valuation question and is discussed in detai l later in this chapter. 

tThe potential role of information on values is ubiquitous. For example, 
Cummings, Brookshire, and Schulze [1984) suggest that it maybe hard to pin 
down just exactly the effect of information. This seems to be the case with 
the availability heuristic. If individuals hear or read about heart disease or 
cancer or car accidents and then b elieve that they are more prevalent because 
of this information, then this seems consistent with the heuristic bias. How ­
ever, if these same individuals read and or hear- -and retain--factual informa­
tion about the incidence of severity of causes of death, then it seems the bias 
does not exist. Thus, considerable caution will be required in trying to deter­
mine any relationships between the initial level of risk and the availability 
heuristic. 
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risk information, are important because they are alternative descriptions of 

the ris k perception process. In short, when the questionnaire presents indi­

viduals with a risk level, do they believe it? How do they interpret it or 

adjust the value they are given when formulating a response to a proposed 

risk change? Clearly, the valuation responses will be related to what each 

individual perceives his risk level will be under the circumstances described 

in the contingent valuation questions. Control of the magnitude of the risk 

level and of the postulated change in risk that are posed tq respondents does 

not in itself ensure the analyst will have control over the respondents' per­

ceived risk level and the changes in it. This is the reason for attempting to 

understand the risk perception process and how the character of our contin­

gent valuation questions would be interpreted within it. 

7. 5. 2 The Size of the Risk Change and the Role of the Conditional Risk 

Our discussion up to this point has focused exclusively on the importance 

of the initial levels of the exposure risk in our research design. However, 

there are two other closely related elements that are also addressed in the re ­

search design: the size of the change in risk and the role of the conditional 

probability of death given exposure to hazardous wastes. In the design , the 

changes in the levels of exposure risks were held constant--in percentages 

terms--across the varying initial levels of risk. For example, the percentage 

change in the initial exposure risk level ( e.g., A) to the intermediate risk 

level ( B) was the same in the four vectors of the design that relate to the 

levels of risk. However, the percentage change from the intermediate level 

( B ) to the final level ( C ) was held constant at a different . percentage change. 

In effect, each individual values two distinct risk changes- -from Level A to 

Level B and from Level B to Level C. If we assume the values from the two 

different levels can be grouped together for statistical analysis , then it is pos­

sible to evaluate differences in individuals' understanding of the contingent 

valuation exerci se in our marginal valuation models of risk changes (see Chap­

ter 13). Finally, because of the findings of Kahneman and Tvers ky [1979] 

and others that individuals may respond more easily to percentage changes, 

the increments were held constant in percentage terms rather than using con ­

stant numerical increments. 
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The role of the conditional probability of a health effect (usually death) 

is the last numerical f eature of risk addressed in the research design. Our 

approach to presenting probabilistic information about hazardous waste risks 

involved splitting the risk information into three risk circles that related to 

exposure, dying if exposed, and the combined risk of exposure and death. 

This format was derived as a direct result of the focus group sessions. Since 

it is important to our presentation of information on risk for the valuation task, 

the specific details behind its development are discussed in detail in Chapter 8. 

To examine the potential importance of the size of the conditional probability, 

which was assumed not to be affected by the hypothetical regulations in the 

scenario, the design allows for a full factorial design for three groups of expo­

sure risks and two levels of conditional risks and an additional (1 x 2) design 

using lower exposure risk probabilities and two conditional probabi l i ties . 

These lower probabilities were one-tenth the size of the other design points. 

In summary, the specific dimensions of the risk information--the s ize of 

the in itial level of risk, the change in risk, and the conditional risks- - are 

treated in an experimental design. The specific features of the experimental 

design are explained in Section 7. 9. 

7.6 PROPERTY RIGHTS AND RISK VALUATION 

An important dimension of the design is the examination of the influence 

of property rights on individuals' values for changes in risk. Property rights 

involve the set of legal entitlements, either implied or expressed, to a parti cu ­

lar good or service. Mitchell and Carson (1984) stress the importance of prop­

erty rights in a contingent valuation survey. Even for a fairly well under­

stood pub Iic good Ii ke water quality, they find that the property rights can 

have an influence on valuation responses. In the case of hazardous wastes, 

where we have assumed the property right applies to the household having 
11 the right" to some level of exposure to hazardous wastes, the issues are even 

more complex. This research did not attempt to deal with al I of the issues 

that can be invol ved. Rather, we have offered a few reasons for their poten­

tial importance and then incorporated one simple means for considering their 

implications in the research design. 

The importance of property rights for valuing changes in hazardous waste 

risks derives from three sources: their role in the economics literature, their 
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role in the psychology literature, and their prominence in t he focus group ses­

sions. In the economics literature, particularly in the contingent valuation 

subset, property r ights discussions have focused on the wil lingness- to-pay / 

will i ngness-to-accept issues. The literature has numerous examples of the dif ­

ficulties of asking wi Ilingness-to-accept questions, with Knetsch and Sinden 

(1984] as the most recent example. In our research design for va lu ing haz­

ardous waste risk changes, we have followed the recommendation of the Cum­

mings, Brookshire , and Schulze [1984] reference operating c:onditions and used 

the willingness-to-pay format. Nonetheless, a willingness-to-accept approach 

is used in a different context within our research design: in eliciting the wage 

increment necessary for accepting h igher r isks from a new job. The ration ab le 

for using i t in this context is that the acceptance structure was more plausible 

than the payment structure for this problem. 

Property rights issues also appear to have been important with in t he psy ­

cho logy literature. For example, Kahneman and Tversky (1979] have argued 

that, contrary to the expected utility hypothesis, people have very different 

pref erences for gains relative to losses. One interpretation of their arguments 

is that the gain versus loss phenomena may be a reflection of differences in 

the property rights that individuals perceive. Hershey, Kunreuther , and 

Schoemaker (1982] also discuss property rights in their evaluation of the im­

plications of the assignment of risk for experimental evaluations of the expected 

utility framework. If respondents feel that they have some existing low level 

of exposure risk to hazardous wastes and are now faced with a possible in­

crease in the risk (e.g., due to the siting of a hazardous waste landfill or a 

commercial waste processing facility ), they might feel that a property right-­

the lower risk level--would be taken away from them. Their value for the 

risk change could be markedly affected by the implicit assignment of these 

r ights. 

The focus groups provided another reason for considering property rights 

within the design. Participants in these sessions freq uently ex pressed views 

that were equivalent to a suggestion that how the property rights were handled 

in the hypothetical situations influenced their responses. For example, their 

comments and reactions differed depending on types of government actions in­

volv ing risk. To organize these discussions, we deliberately chose actions 
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that implied one assignment of property rights and then asked whether an 

alternative assignment made a difference. As a consequence of our experiences 

with these groups we developed ways to include property rights in the desi gn. 

In the design, one examination of "property rights" effects is accomm­

odated by comparing individuals' valuations of a given risk change for a reduc­

tion in a specified level of risk with an equal increase. That is, the proposed 

and starting endpoints are simply reversed for the two changes in risk so that 

it is only the assignment of rights (and with it the direction of change in risk) 

that is different across the questions. Since payment for the risk reduction 

yields the endpoint and avoids it for the increase, the actual endpoints are 

the same. 

The design also included a second feature in the property right issue. 

The focus group research suggested that individua ls responded differently to 

the property rights issue depending on how they perceived the action was tak­

ing place. In effect, was it imposed on them or was the case described as if 

there had been an opportunity tq affect the decision? This issue was reflected 

in our research design as a component of the hypothetical scenario for avoiding 

the risk increase. It was also varied independently from the changes in the 

risks across design points so that it would be possible to evaluate the implica­

tions of the degree of control available to individuals when changes in rights 

were taking place. To accomplish this task, the sample was divided in half 

with one group having the risk increase scenario that indicated the town coun­

cil had voted to approve the change, while the other was told that the Federal 

government had decided to allow the change. 

7.7 TYPES OF RISKS AND RISK ATTRIBUTES 

This section addresses the influence of different types of risks on indiv­

iduals' values for reductions in risk. Recent research--e.g., see Schoemaker 

[1982); Hershey, Kunreuther, and Schoemaker [1982); and Slavic [1984] -- has 

stressed the importance of the different types of risk in influencing individ­

uals' perceptions and their values of risk changes. One way of attempting to 

formalize the modeling of reasons for differences in individuals' responses to 

different types of risk is to assume that risks have attributes . Therefore, to 

understand the differ ences in responses to these risks, we must model how 

these attributes of risk affect individual utility and, in turn, their behavior 
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in the presence of risk. The exact boundary between types of risk and risk 

attributes is poorly marked. The main distinction that we draw is that the 

types of risks may embody more than one att ribute. This section cons iders 

discussions of risk types and then the use o f a framework that tries to identify 

a set of attributes of risk which would describe the types separately. It then 

describes how both sets of research have influenced the research design. 

7.7.1 Types of Risks 

Two of the most important of the types of risks influencing an individual's 

willingness-to-pay response for changing exposure to hazardous waste risks are 

the 11 dread risk 11 and the "known risk 11 (Slovic (1984]). The first involves the 

notion that an event is dreaded because it is potentially catastrophic , involving 

many people. The second type relates to bOth perceptions about the individ­

ual ' s knowledge of the risk and whether the events at risk are delayed in time. 

The research of Slovic and his associates suggests that these factors in f luence 

how individuals respond to uncertainty. Other recent work by Von Winterfeldt 

and Edwards (1984] also stresses the importance of types of risks for assessing 

pol icy conflicts over technologies. For our analysis , this would imply that 

individuals may value incremental reductions in the risk of death from different 

sources quite differently. That is, individuals may value changes. in hazardous 

waste r isks quite differently than an equivalent risk change for another t y pe 

of risk where it is known and not dreaded. 

The character of the hazardous waste risks has other important impI ica ­

tions for interpreting the values of the posed reductions in risk. For example , 

the hypothetical situation states that the outcome (i.e. , premature deat h ) of 

the exposure risk and the corresponding conditional risk wi ll not be k nown to 

the household for 30 years. This long time horizon, al t hough probably cons i st­

ent with at least some hazardous wastes, may substantially affect how people 

process the information about the risks. For example , Bjorkman (1984] s~g­

gest s that people make riskier decisions the further in future thei r conse­

quences are experienced. In addition, the time dimension may affect the im­

port ance of the event itself. Lundberg et al. (1975] have found that events 

10 years in the future are considered one-third as important as present events. 

Whi le their research did not relate explicitly to a risk of death, their general 

implication seems relevant. Finally , Svensen [1984] has shown that the time 
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character of the r isks can affect people's perceptions of the risks. He found 

that people over estimated short-term high risks in relation to long - term small 

risks. However, he also notes that his exposure interval never exceeded 1 

y ear which differs from our situation. 

7.7 . 2 Risk Attributes 

As noted earlier, in attempting to understand why individuals respond 

differently to different risks, researchers have stressed the .importance of par­

ticular characteristics or attributes that a risk embodies. The ability to con ­

trol risks and the extent to wh ich risks are voluntary are two of the attri butes 

most frequently identified as important. In addition, the focus group partici ­

pants frequently mentioned these attributes as important to their perceptions 

of hazardous waste risks. In particular, they suggested that the extent to 

which they had a say in a decision involving risk significantly affected how 

they felt about the risk .* 

Raiffa, Schwartz, and Weinstein (1977] suggest identifiability as an im­

portant attribute of r isk. Identifiabil ity is the extent to which individual lives 

are associated with decisions involving risk. They further differentiate between 

ex ante identifiability--individuals 1 identities are known prior to the decision - ­

and ex post identifiability-- individuals' deaths can be attributed only after 

the decision. For example , they suggest that decisions involving risks faced 

by trapped coal miners are identifiable both ex ante and ex post. On the . . 
other hand, the individual workers who die from exposure to asbestos or vinyl 

chloride can be identified only after the fact. Individuals, and collectively 

society, have a higher willingness to pay for a change in risk the larger the 

extent to which the risk is identifiable. 

Our conceptual framework suggests that identifiability may not be a risk 

attribute. Instead, it is a refl ection of the difference between ex an t e and 

ex post analytical perspectives. That is, identi fiability pertain s to values when 

the outcome at risk is known. To draw from their example , it is no longer 

*This is clearly consistent ""'.ith findings observed in studies of the siting 
of nuclear facilties. See for example Carnes et al. [1982], Carnes and Copen­
haver [1983], and Carnes et al. [1983). It i s also consistent with the program 
of research recently described by Kunreuther and Kleindorfer [1984). 
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the risk of the coal miners being trapped underground that is valued but the 

outcome of the risk. This ex post perspective is inconsistent for valuing wel­

fare changes from regulatory policies for reducing hazardous waste risks be­

cause the policy decisions are made prior to the outcome being known. 

Weinstein and Qui nn [1982] suggest that anxiety may be an important 

attribute of risk that could influence people's willingness to pay for reductions 

in r isk. Anxiety causes people to have disutility from experiencing the risk. 

Weinstein and Quinn cite evidence to suggest that people · may be willing to 

pay for risky diagnostic tests even when their overall prospects for survival 

are poor. They suggest that the additional expenditures may enable people 

to make better plans for either their death or survival. The focus ·group par­

ticipants indicated some consideration of anxiety as an attribute of hazardous 

wastes in developing their valuation responses. Some suggested that the anxi­

ety stemmed from the highly uncertain state of information about the effects-­

and extent--of exposure to hazardous wastes . Finally, some participants men­

tioned the possible anxiety from the potentially long latency periods that were 

discussed earlier. Clearly, anxiety and the other attributes of hazardous 

waste risks will be important for interpreting research fi ndings. 

7. 7. 3 The Role of Differences in the Types of Risk 
for the Research Design 

To develop some information relevant to the potential effects of risk attri ­

butes and types of risk, the research design elicits values from individuals 

for changes in two types of risk - -exposures to hazardous wastes and fatal acci ­

dents on the job. However, we do not have complete information on the valu ­

ation of both types of risk for all respondents. The job risk questions were 

asked only of those respondents who were working for pay--either on a full ­

time or part-time basis--at the time of the survey. Also noted earlier, the 

job risk valuations are posed in terms of the wage premium needed to accept 

the higher risks rather than willingness to pay. The job risks also were elic­

ited using a different vehicle to express the risk change. Employed individuals 

were asked to place their perceived risk of dying from an accident on the job 

this year on a risk ladder (see Chapter 8). The questions then posed 50 per­

cent and 100 percent increments in risk and elicit the w.age change need to 

accept new jobs with these higher levels of risk. The reason for using the 
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risk ladder for the job valuations is that this vehicle provided the easiest 

means of dealing with the differences expected in individuals 1 perceptions of 

their actual risks on the job. Nonetheless, any direct comparison. of the values 

from the two different types of risk will be difficult and is beyond the scope 

of the research associated with Phase I of this project. Nevertheless , the 

value for changes in occupational risks elicited in the questionnaire can be 

compared with estimates from hedonic wage models (see Viscusi (1984) and 

Smith (1983)) as a rough gauge of the plausibility of the sampled ind ividuals 1 

responses.* 

7. 8 CONTEXT OF RISK 

The context of a change in risk is another important element to consider 

when interpreting elicited values. The exact definition of context is difficult 

to pin down because different researchers, often from different discip l ines, 

have used the term differently. For example, Mitchell and Carson (1984] dis­

cuss context as a type of misspecification bias in contingent valuation. In 

their terminology, context includes not only the setting of the contingent valu­

ation interview but also what might be termed the mental setting created by 

the material in the questionnaire itself . On the other hand, Schoemaker (1980] 

uses the term to refer to what happens when respondents evaluate exactly the 

same information differently when it is in a different context. For examp le, 

his research showed respondents evaluating the same gambles differently in 

the context of a lottery rather than insurance. 

Not only is context a difficult concept to define, but it is also difficult 

to distinguish from some of what we and others have designated as the attri­

butes of the risk itself. For example , a context effect might occur because 

the way a risk is presented may imp ly--at least implicitly--a different set of 

attributes. Because several previous sections have described the general char­

*The "property rig hts" effects can also be examined in part through the 
job risk questions. However, in this case, the questions use the individual 1s 
existing job as the basis for describing the risk changes. Thus, the level of 
this risk was not control led as part of the experimental design. Moreover, 
since the sample was designed to be a representative sample of households in 
suburban Boston (with oversampling of Acton), there are good reasons to ex­
pect that it will not provide a representative sample of the occupation related 
risks experienced by individuals. 
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acter of hazardous waste risks, there will be no further discussion of this po­

tent ial dimension of context. 

Context effects also may imply that how a risk is explained to an indi ­

vidual may influence his response to it (see Schoemaker [1982), pp. 547-48, 

for further discussion). Instead of suggesting some form of irrational behav ­

ior, context effects also might suggest that analysts have done a poor job of 

communicating their questions to survey respondents. Consequently, one of 

the most important aspects of this research design has been the use of focus 

groups in t h e development of the wording of the questionnaire, the format of 

the vehicles used to explain risk, and in the pretesting and revision of the 

questionnaire. Since the specific steps in this process are described in Chap ­

ter 8, here we simply acknowledge their role in adjusting the structure of the 

empirical component of this research to reflect what has been learned from the 

varied sou r ces of research on decisionmaking u nder uncertainty. The relevant 

sections of the questionnaire that describe the mental setting view of context 

are highlighted in Chapter 11. 

7. 9 RISK OUTCOMES AND ENDPOINTS 

Two other cons iderations of r isk are important in our research design: 

the events or outcomes at risk and the use of certainty as an endpoint. Our 

discussion of hazardous waste risks has focused almost exclusively on mortality 

as a potential consequence of exposure to hazardous wastes. This limitation 

was due primarily to deciding what was feasible to consider in one research 

effort. However, although it does not imply that morbidity effects are unim ­

portant, the almost exclusive use of death as the health outcome has important 

implications. In their discussion of behavior under uncertainty, Weinstein and 

Quinn [1982) suggest that a risk situation (or gamble in their terms ) that in ­

cludes death can affect how people consider the s ituation. Not only might 

death be important, but how one dies -- the quality of the death --may also be 

important. 

The research design addresses death as an outcome in several ways. 

One, in the process of eliciting individuals' va lues for reductions in the risk 

of exposu r e to hazardou s wastes, no specific cause of death is mentioned. 

People are then asked if they had a cause of death in mind when giving their 

values to provide some information on whether the perceived cause of death 
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influenced their bids. In addition, after the individuals' values for reductions 

in the risk of exposure to hazardous wastes are elicited, two variations were 

used to change the information about possible health consequences. Specific­

a l ly, a change in the health end state (e.g., whether the cause of death was 

due to damage to the body's immune system or whether the risk was associated 

with birth defects severe enough to cause lifetime mental or physical handicaps) 

was posed to the respondents to see if these would alter their value of the 

risk change. 

The second aspect considered in the research design is the effect of cer­

tainty as a risk endpoint on individuals' values for reduction in risk. Tversky 

and Kahneman [1981] suggest that people will value a protective action that 

reduces the probability of a harm from 1 percent to zero more highly than an 

action that reduces the probability of the same harm from 2 percent to 1 per­

cent. They attribute this phenomenon to the shape of their value function. 

Our research design addresses the certainty effect by eliciting values 

for reducing the risk of exposure to hazardous wastes to zero. It is important 

to note that these values were elicited only from a subset of our sample--those 

respondents who received the contingent ran king version. In effect, they 

had completed a task in which they ranked different combinations of monthly 

payments and exposure risk levels prior to answering the certainty question 

based on the same hypothetical situation used in the direct question format. 

However, the certainty question posed a different hypothetical situation and 

then used a direct question to elicit their value for reducing hazardous waste 

exposure risks to zero. 

In summary, the research plan addresses two dimensions of risk con t ext-­

health outcomes of the risk and the certainty effect. In the former case, indi­

viduals are asked if they want to revise their previous bid in response to dif ­

ferent outcomes. In the latter case, values are elicited from a subset of the 

sample for reducing the risk of exposure to zero. 

7.10 CONTINGENT VALUATION AND ELICITING VALUES OF RISKS 

An important set of issues considered in our research design stems from 

the literature on contingent valuation. Rather than exhaustively evaluating 

these issues, this section considers the three that are most relevant to our 
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design: the question format used to elicit the values for reduced risk (i.e., 

our contingent commodity), the treatment of perceptions of the contingent com­

modity, and the role of information. Other aspects of the contingent valuation 

literature- - e.g., Mitchell and Carson's [1984] context b i as and related con ­

cerns--are discussed prior to the empirical results in Chapter 11. 

7. 10. 1 Question Format 

One of the key features of the research design is the use of two different 

formats - -contingent ranking and direct question- - to el icit va.lues for reductions 

in hazardous waste risks. In t h e direct question format, the interviewer di ­

rectly asks the respondents to give his maximum valuations of the risk change. 

These are option prices. By contrast, the contingent ran king format requires 

t h at the respond ent rank a set of cards showing alternative combinations of 

payment amounts and risk levels. The alternatives are structured to prevent 

one choice from dominating and to require tradeoffs between increased payments 

and lower risks. 

The importance of the influence of question format on valuations of risk 

reductions stems from several sources. Desvousges, Smith, and Fisher [1984] 

found that willingness-to-pay amounts are influenced by the format used to 

elicit values in contingent valuation. While this research focused on bidding 

games and payment card altern atives compared to the direct question format, 

it does suggest the possible influence of question format . In related research , 

Desvousges, Smith, and McGivney [1983] and Rae [1981a,b] found the contin­

gent ranking fo r mat to be a promising alternative, but their findings were not 

conclusive. For example, in none of the evaluations had contingent ranking 

been composed on a completely independent basis. In previous applications, 

both the direct question, or some other alternative question format, has been 

administered to the same respondent along with contingent ran king. By allow­

ing the contingent ran king format to be independently administered, our design 

is capable of addressing this issue. It is important to note that the independ­

ence of the ranking format refers only to the format being used to elicit wil ­

lingness to pay. The ranking versions were complete ly cons istent with respect 

to ris k levels used in developing the alternatives to be ranked and the other 

key elements of the research design that are discussed later in this chapter. 
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There is a final rationale for using the contingent ran k ing format that 

draws from the psychological literature. Fischhoff and Cox (1984] have noted 

that the ordinal information processing task, l ike the one required in contin­

gent ran king, is an easier one for respondents to perform. He has noted th is 

advantage as especially important for tasks involving probabilistic information 

or the type of value information required in contingent valuation. In the case 

of our research, both of these elements are present, making a strong case for 

including the ranking format. In effect, contingent ranking· requires respond­

ents to perform only an ordinal task but, in the analysis stage, with explicit 

assumptions concerning the nature of individuals' preferences, can yield esti­

mates of individuals' valuations for reductions in the r isks of exposure to haz ­

ardous wastes. 

Some explanation is also necessary for our decision to use the direct ques­

tion format. One primary consideration in using this format is that it mini­

mizes the chance of the respondent's "an choring " on some artificial reference 

point in the interview, a possibility noted by Tversky and Kahneman (1981] 

in their analysis of individuals ' decisions under uncertainty . For example, 

the starting point used in the b idding game format provides people with ex actly 

such an anchor. It suggests to people a frame of reference for making their 

decision. For example, is the interviewer expecting a value of $20 or $200? 

Recent evaluations by Desvousges, Smith, and Fisher (1984], · Mitchel l and 

Carson (1984], and Boyle and Bishop (1984] all point to this troubling aspect 

of the iterative bidding format for contingent valuation questions. 

Table 7-1 provides a summary of the available results on the existence 

and extent of starting point bias. Despite the promise of bidding games in 

the earlier work by Thayer (1981 ] and Brookshire, Randall, and Stoll (1980], 

recent studies by Mitchell and Carson (1984] and Boyle and Bishop (1984) have 

provided strong evidence of starting point bias. Boyle and Bishop's results, 

based on a sample of 176 recreationists, are probably the most telling evidence 

to date. Indeed, · they are led to conclude that bidding games may not be 

worth the increased complexity. This conclusion also is supported by Cum­

mings, Brookshire, and Schulze ( 1984] . 

In our view, iterative bidding does result in substantially higher 
bids. . . . Mitchell and Carson as well as Bishop and Heberlein 
are obviously correct in pointing to the lack of evidence that would 
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TABLE 7-1. STARTING POINT BIAS: THE RESULTS 

Starting 
Contingent points Type Sampling 

Study commodity used of test procedure Sample size Conclusion Remarks 

Rowe, d'Arge, and Visibility in Four $1,$5,$10 Regression Random s ampling a) 93 respondents Starling point bias Sampling and survey procedures 
Brookshire (1980) Corners of household in bidding in 3 evident in regres­ were not standard; ambitious 

Farmington, NM, scenarios sion of equivalent questionnaire also tried to 
and Navajo Recre­ b) 31 respondents surplus bids. Not address several other bases; 
ation Area bidding In 3 evident In smaller authors noted order of magnl -

scenarios sample of compen­ tude differences between CS 
sating surplus (CS) bids and starting poin ts. Small 
bids sample size also limited effec ­

tiveness in CS case. 

Brookshire, d'Arge, Visibility in $1,$10, Means Paired census 12 communities with Reject null hypothe­ Small sample sizes limit power 
Schulze , and Thayer Los Angeles $50 tracts in Los sample sizes rang­ sis of no starting of statistical tests. No adjust­
(1979) Angeles area ing from 2 to 16 point bias in 6 of ments made for other issues 

36 means tests; tested in survey design. 
fail to reject in 30 
of 36 

Thayer I1981) Substitution of a $1,$10 Means and Random interviews 106 No difference be­ Well-defined commodity familiar 
recreation si le regression with recreationlsts tween average bids to respondents--somewhat limi­

in Jemez Mountains at 10% level of s-ig­ ted range of starling values­ -
niflcance; nonsig­ larger sample sizes than in 
nificant coefficient many previous studies 

-....I for starling bid 

N 
(J1 Mitchell and Carson 

I1983i, interpreta-
Option price of 
water quality in 

-­ Regression Random sampling of 
household s in 

161 (water bill) 
177 (sewer tax) 

Mitchell and Carson 
show different 

Some disagreement about exact 
commodity measured--see Chap­

lion of Greenley, Platte River Basin Denver and Fort implied start ing ter 5 of Desvousges, Smith, and 
Walsh, and Young 
(1983) 

Collins values by the 
alternative pay­

McGivney (19831 and Mitchell 
and Carson I1984 I 

ment vehicles 

Boyle gnd Bishop Scenic beauty on $10 to Regression Random sampling of 176 Found statistically Commodity Is somewhat abstra·ct; 
11984) lower Wisconsin $120 recreationists onslte significant and detailed examination of starting 

River Randomly positive relationship points with ample sample size 
chosen between starting and wide range of starting 

bid and willingness values 
to pay 

Brookshire et al. 
(1980] 

The right to hunt 
elk for one annual 

$25,$75, 
$200 

Regression 
and test of · 

Unspecified 108 licensed elk 
hunters 

Authors reject hy­
pothesis that start­

Utility b ill and hunting license 
fee used as payment vehicles; 

season at various mean bids ing points Influenced hypothesis that final bids af ­
levels of hunting final values at the fected by payment vehicle re­
amenities, e .g., 0.05 level or s ig­ jected al . 01 level . 
terrain and fre­ nificance 
quency of encoun­
ter with elk 

Desvousges, Smith, Option price for $25,$125 Regression Stratified random 150 Some evidence of Most detailed sampling and sur ­
and McGivney 
(1983) 

water quality and 
improvement 

sample of house­
holds in 5 county 

starling point bias 
especially in com­

vey plan; trained professional 
interviewers; ample sample size 

area of Monongahela parison results; and wide range or starting bias 
R!ver basin high starting point 

corresponded with 
19 or 30 outlying bids 
making sta t is tical 
result s suggestive 
but not conclusive 

aBoyle and Bishop cited results or other r·elated research (Boyle, Bishop, ancJ Welsh I forthcoming I that also suggested star·ling point problems. This s tudy was 
unavailab le to the authors at the I ime of this report . 



support the attribution of such effects to the preference research 
process, . . • . Moreover , we must acknowledge. . . that the par ­
a I lel between the iterative bidding process and the iterative valua­
tion trials used in laboratory experiments. . . is without obvious sub­
stance. . . . Thus, all that can be said at this point in time is 
that iterative b idding rather consistently results in higher CVM val­
uations, but we are unable to explain such differences. [pp. 267­
268]. 

However, this conclusion may be too pessimistic with respect to our under­

standing of the processes involved with iterative bidding questions in contin­

gent valuation. One study that provides the basis for their conclusion that 

iterative bidding leads to higher willingness-to-pay responses is their experi ­

ence reported in Cummings, Brookshire, et al. [1983]. In these experiments, 

the respondent f i rst provided a value using a payment card and then was 
11 iterated 11 toward a maximum valuing by informing him that the commodity would 

not be provided based on their first bid. This process is not an iteration 

toward a maximum value but, instead, is a value provided under different con­

ditions of provision. That is, they have changed the terms of exchange in 

the market. Rather than obtaining a maximum bid, it is hard to interpret the 

exact nature of their final value. Mitchell and Carson [1984] used an analogous 

procedure in their survey but are reluctant to interpret th is bid as a maxi mum 

bid because of the circumstances under which it was elicited. 

In addition, the influence of starting points need not always be in a posi­

tive direction. For example , Figure 7-2 shows the distribution of bids from 

two bidding games conducted in Desvousges, Smith, and McGivney [1983]. In 

the case of the $125, the iterations primarily are downward but the $25 starting 

points have a substantia l number of upward iterations. In this case it i s un ­

clear that bidding games lead to an upward bias. As noted by Mitchell and 

Carson [1984], there are a substantial number of bids t hat are 11 anchored 11 at 

the st arting value, which is consistent with the Tversky and Kahneman [ 1981] 

position. Also noteworthy are the large number of zeros with the $125 st arting 

point. Mitchell and Carson [1984] suggest that these respondents also may 

have been affected by the 11 too-high 11 starting bid. As we indicated in Oes ­

vousges, Smith, and McGivney [1983], this bidding game also had 19 out of 

32 respondents that we determined as outlying bids based on our regress ion 

diagnostics. 
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Figure 7-2. Effects of instrument-distribution of option price for a change 
in water quality from boatable to fishable, protest bids excluded. 
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In summary, the iterative bidding format has little to recommend it at 

this stage. Not only does this format seem to experience problems with start­

ing point bias, it may also increase the likelihood of a rejection of the t erms 

of the contingent mar~et. As Mitchell and Carson [1984) suggest, the process 

of iteration upwards and downwards in these games may also be even more 

complicated than that assumed by the empirical models. 

The other two formats considered were the anchored and unachored pay­

ment card. The anchored payment card, developed by Mitchell and Carson 

( 1981, 1984], gives respondents a card with dollar amounts and anchors at vari ­

ous amounts for other public goods Ii ke national defense and fire protection. 

Despite Mitchell and Carson's (1984) experience, th is format was not used be­

cause of t h e concern over a respondent relying exclusively on the anchors in 

determining their valuation responses. 

To illustrate what appears to be potential "anchoring" with the use of 

payment cards, Table 7-2 provides summary statistics from Mitchell and Car­

son's (1984] contingent valuation survey to measure the benefits of national 

water quality improvements that used a payment card with reference amounts.* 

Some individuals seem to have relied exclusively on the amounts provided on 

the card in forming their valuation responses. This seems especially the case 

for the lower income groups with the large majority of the individuals select­

ing amounts from the card and relatively few giving a response not shown on 

the card. However, it is not possible to conclude that this information clearly 

implies anchoring has been a problem with their approach, since the amounts 

on the card are also commonly used bids, such as $50 or $100 a year. 

Another potential problem with the Mitchell-Carson payment card is indi­

viduals keying on the reference or anchor amount on their card. The t hird 

column in Table 7-2 shows the number and percentage of bidders who gave a 

bid within plus or minus one increment from the reference amounts on the 

card. While the data do not suggest that this is a serious problem in Mitchell 

and Carson's study, it does seem to indicate that it may be occurring to some 

degree. For example, 160 out of 452 nonzero bids, or about 35 percent, were 

*These comparisons are only possible because of the detailed information 
provided in all of the Mitchell-Carson survey reports. 
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TABLE 7- 2. WILL INGNESS TO PAY FOR BOATABLE WA T ER QUALITYa 

Number of nonzero 
Number of respondents Total number respondents with ± 1 Total nonzero 

Income choosing value on card of respondents increment of anchor respondents 

Less than 10,000 123 (98) 125 37 (41) 90 

10,000 - 19 , 999 144 (94) 154 54 (42) 130 

20,000 - 29,999 113 (87) 130 39 (35) 111 

30,000 - 49,999 43 (44) 97 21 (25) 84 

50,000 + 30 (73) 41 9 (24) 37 

Tot a l 453 (83) 547 160 (35) 452 

-...J Source: Mitchell and Carson [1984), T able 4.r0 
(() 

a Numbers in parentheses are percentages. 



within plus or minus one incremen t of t h e anchors on t hei r payment card. 

Again the occurrence is more frequent at the two lower income levels, which 

had 91 out of 220 nonzero bids or 41 percent. 

Based on two pretests of their questionnaire, Mitchell and Carson [1984] 

did not find any systematic bias from the anchored payment card. However, 

they acknowledge that the sample was relatively small in one pretest and that 

the range of the test--anchors that differed by 25 percent- -may have been 

two narrow. By contrast, Boyle and Bishop [1984] expe~ienced mixed per­

formance when using it. Consequently, it seems prudent to conclude that we 

need to know more about it before any defin itive conclusions can be reached 

The unanchored payment card consists of a card with dollar amounts 

arrayed from small to large. In this card, no anchors are used . The format 

proved reasonably effective in several previous studies--Brookshi re, Cummings, 

et al. [1983] and Desvousges, Smith, and McGivney (1983] - -and was used in 

the focus groups as an alternative to the direct question. After using the 

card with several focus groups, the participants suggested that the card was 

of little value in helping them determine their willingness - to-pay amounts. 

Based on these comments, and, perhaps more importantly, on the number of 

issues that needed to be addressed in th is research design , the research de ­

sign did not attempt to compare the direct question and payment card formats. 

7. 10. 2 Perceptions 

People1 s perceptions of the contingent commodity is the second contingent 

valuation issue that is relevant to our resea r ch design. Cummings, Brooks t"j ire, 

and Schulze [1984] consider people's perceptions of the commodity--i.e. the 

mental picture t hey envision- - as one of the basic issues that affect the 11 accu­

racy11 of contingent valuation as an approach for measuring the benefits of 

changes in environmental quality. They suggest that four aspects of percep­

tions will affect the 11 accuracy 11 of contingent valuation: 

Perceptions of hypothetical environment changes are consonant 
with real effects. 

All subjects are valuing the same commodity. 

Perceptions of the commodity are invariant over time. 

Perceptions of the commodity are independent of the quality 
and quantity of information provided. 
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Cummings, Brookshire, and Schulze (1984 ] concluded, based on the earlier 

Burness et al. [1983] study, that it would not be possible to specify risk 

effects of alternative policies related to the regu lation of hazardous waste dis­

posal because contingent valuat ion has no real world or "practical anchor" for 

accuracy. Clearly, their conclusion suggests that perception issues wil l be 

crucial to our research design.* 

Consequently, several aspects of our research design address the Cum­

mings, Brookshire, and Schulze [1984] concerns about perceptions. In fact , 

one purpose of the focus groups and videotaped interviews--which allowed the 

use of different veh ic les in presenting risk changes and evaluating their per­

formance - -was to aid in understanding people's perceptions. Based on th is 

experience, the questionnai re was structured to introduce risk and elicit indi­

viduals' perceptions with respect to a variety of different types of risks before 

asking the valuation questions. For example, we used a risk ladder to elicit 

people's perceived risk of dying from hazardous waste. ( The exact details of 

this development are reported in Chapter 8.) This occurred prior to the fram ­

ing of the contingent commodity to provide an independent evaluation of peo ­

p le's perceived risk of dying from hazardou s waste. We also questioned people 

about the relative importance of specific pathways that they might perceive as 

being important for exposure to hazardous wastes. Thus, information on per­

ceptions was elicited separately to provide some insights into th.e potential role 

of perceptions on individuals' values of changes in hazardous waste risks. 

We framed the contingent commodity as a change in the risk of being ex ­

posed to hazardous wastes. This risk change was presented using an entirely 

d i fferent vehicle than the risk ladder. The risk circles were used for each 

of two components of the risk facing an ind ividual. The first circle identified 

* Some of the Cummings , Brookshire, and Schulze [1984] accuracy condi­
tions for perceptions are somewhat puzzling. I t is unclear that th is would 
not also be the case for market revealed val u es. For example, the perceptions 
of a person with perfect pitch of the quality of sound from a stereo speaker 
might account for his having a higher willingness to pay for that speaker than 
someone who is deaf to the full range of sounds from the speaker. Conven­
tional demand theory allows that differences in characteristics of individual s 
may affect their demand for a commodity. Thus, a person's perception of a 
commodity--contingent or otherwise--would seem important in influencing wil ­
lingness to pay. 
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a risk of exposure and the second the conditional risk of dying if exposed. 

The decision to use the two circles resulted from the focus group participants 1 

comments that it was easier to understand the commodity--the r isk change--that 

the regulation was supposed to provide. Detailed explanations and visual aids 

also were used in explaining risk to the respondent. These explanations were 

followed by a specific hypothetical situation --expressed in concrete terms-·that 

finished the framing of the commodity prior to the elicitation of the val es. 

Finally, the respondent was g iven information about the baseline level risk 

and asked to consider these as if they were the actual risks from the h y po­

thetical s ituation. 

In summary, our efforts to recognize risk perceptions play an important 

role in our final research design. Chief among these were the focus group 

and videotape sessions that led to the separate treatment-- indeed separate eli­

citation vehicles- - perceived risks and the contingent commodity. 

7. 10. 3 The Role of Information 

The final contingent valuation issue is the role of information and its 

effect on the design. The job risk part of the design included our attempt to 

address the effect of information on individuals' values for reducing hazardous 

waste risks. Speci fically , after eliciting the values for the two changes in 

risk, the interviewer then provided the individuals with information about t h eir 

actual risks of a fatal accident on the job. They were then allowed to revise 

their amounts based on the new information if they wanted to do so. The im­

portance of th is procedu re is that it provides a gauge of how the individual 

responds to new information , an issue highlighted in the Cummings , Brook­

shire, and Schulze [1984] overview of the contingent valuation Iiterature. I f 

we assume that these individuals act the same way in response to new inf or­

mation about hazardous waste risks , then it may be possible to use t heir re­

sponses from the job risk section in the analysis of the values for reductions 

in hazardous waste risks. However, this must be treated as a maintained 

assumption. Specific analysis of these responses was not undertaken as part 

of the Phase I research but will play an important part in further research 

with the survey results. 
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7.11 THE DESIGN FOR COMPARISON WITH INDIRECT METHODS 

Since one objective of this research was to undertake a comparative analy ­

sis of the valuation estimat es for a risk change implied by a hedonic property 

value model with contingent valuation estimates, another factor influencing the 

research design was related to the approach for developing consistent informa­

tion between the two methods . In this case, our approach accepted the dis­

tance of the housing unit from the hazardous waste site (see Harrison [1983]) 

as a proxy for the risk of exposure to these wastes. We attempted, first, to 

determine whether distance served as a good proxy for individual's perceived 

risk and, then, to develop information that would permit the estimation of the 

demand for distance ( as a mechanism for reducing risk). The specific details 

of these steps are outlined in Chapter 15. What is important for our present 

purposes is the independence in the design of this component of the question­

naire from the other features and the assumptions impI icit in our structure. 

Our approach poses a constant marginal price for distance to respondents and 

then asks for their desired distance (for locating their homes) from a specified 

hazardous waste site. The experimental design varied the marginal price 

across individuals. 

7.12 RESEARCH DESIGN: ITS INTEGRATION 

The previous sections have highlighted some of the influences to our re­

search design for the contingent valuation survey. The design reflects both 

one of the primary objectives of the research--to value changes in hazardous 

waste risks and recognize important issues identified in past studies of behav ­

ior under uncertainty--e .g., attributes of r isks, context effects, the assign­

ment of property rights, and question formats. It also incorporates several 

of the conclusions implied by our conceptual analysis--the importance of the 

initial levels of risk for valuation and the role of intrinsic values. Finally, it 

addresses the second objective of the research--to compare our survey results 

with those from a hedonic property value study. This section explains how 

these various goals are tied together to form our final research plan. To meet 

these objectives, the research plan was designed, recognizing that 

Different questions can be asked of each respondent 

Different questions can be asked of different respondents--i .e., 
as part of an experimental design. 
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To illustrate these two paths, Figure 7-3 provides a block diagram of the 

major issues addressed in the research design. The first level shows our first 

objective- -to measure the benefits of reducing hazardous waste risks. The 

next level shows the two types of values--i. e. use or household, values and 

intrinsic values--elicited from each individual in the sample. The design for 

the research ends with the intrinsic values elicited as an increment to the 

household values. Moreover, only the direct question format is used to ef icit 

the intrinsic values. 

The remainder of the research design shown in Figure 7-3 pertains ex­

clusively to issues related to measuring the household or user values for re ­

ducing hazardous waste risks. The third level of Figure 7-3 shows that each 

respondent provided three different values for reducing hazardous waste risks : 

two values for two distinct reductions in risk and a value to avoid an increase 

in risk. The reduction in risk pertains directly to our first objective and the 

risk avoidance value examines the effect of property rights on values. In 

addition, to meet the needs of the comparative evaluation of different approach­

es to benefit estimation, the design uses a direct question format to elicit i ndi­

viduals' desired distances from hazardous waste disposal sites, given that in­

creased distance w i ll increase the price of the home . These responses provide 

the information needed for one of the approaches for comparing contingent 

valuation with hedonic models . The final level shows that two different ques ­

tion formats were used to elicit the value for reduction in risks and that two 

different levels of government were specified as actions for the risk avoidance 

questions. 

In the last level of Figure 7-3, the second path of our research plan, 

the experimental design becomes more prominent. For example, values for risk 

reductions are elicited using the direct questions from approximately 60 percent 

of our sample, while 40 percent are elicited using the contingent ranking for­

mat. To illustrate the full des ign , Figure 7-4 shows the 24 separate versions 

of the questionnaire allocated across the sample households. As shown in this 

figure, key features of the design include the following: 

Dividing the sample between the direct question ( D) and the 
contingent ran king ( R) question formats to elicit the willingness 
to pay for reductions in risk (Part A of Figure 7- 4) . 
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Dividing the d i rect question versions to evaluate the influence 
of different levels of ex posure r isk and condi tional risk (direct 
question format versions D1 through D8). 

Dividing the contingent ranking versions to evaluate the inf lu ­
ence of d ifferent combinations of exposure risk and payment 
amounts (ver sion s R1 through R4) . 

Matching the exposure and condi tional risks used for the value 
of avoiding risk increases ( Part B of Figure 7 -4 ) with the risk 
levels used in Section F for valuing risk decreases: 

Dividing the versions for avoiding r isk increases to reflect dif­
ferences in the hypothetical scenario if the town council had 
approved the risk increases (versions 011 through 081; R11 
through R41) or if the Federal government had decided to al low 
the increase (versions 012 through 082; R12 through R42 ) . 
Keeping this part of the design independent of the probabil ity 
levels resulted in 24 separate vers ions of the questionnaire. 

As shown in Part A of Figure 7-4, the direct question versions focused 

on the potential importance of exposure risks and the conditional risk of dying 

(prematurely) from hazardous · wastes if exposed. The groupings of the r isk 

levels in this part of the design into four vectors implies that each household - ­

or sample point--wil l provide values for two risk reductions. For example, 

households receiving Version 03 in Vector I provided values for risk reduc­

t ions from 1/ 5 to 1/ 10 and 1/10 to 1/ 25 with the conditional probabi lity held 

constant at 1/ 10 . The values for the same two exposure r isk changes were 

elicited from households receiving Version 04 except that they were given a 

conditional probabi l ity of 1/20. Overall, Vector s I, 11, and 111 comprise a 

3 x 2 factorial design for the initial level s of exposure risk and conditional 

r isks; and Vector IV is a 1 x 2 design for the lower probability cases. 

Finally, the risk increments were dev eloped in a very speci fic way to 

account for how people respond to risk changes. Specifically, the percentage 

change from the initial risk level to the intermediate level was held constant 

across the exposure risk vectors as was the percentage change from the inter­

mediate level to the final level. However, the percentage changes were not 

the same. As noted earlier, with the two different sets of percentage changes, 

may be possible to pool the respon ses to examin e the effect of different per­

centage changes. In addition, the size of the risk change in attaining the 

lower level was held constant in all elements of this part of the design at 1. 67 
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times the size of the initial risk change. For example, in questionnaire version 

D1, the decrease in exposure risk went from 1 over 5 to 1 over 10 for the 

fi rst level , while in the second level it decreased from 1over10 to 1 over 25. 

Part A in Figure 7-4 also shows the survey sample divided between the 

direct question and contingent ranking versions to evaluate the effect of q ues ­

tion format. Within the contingent ranking portion of the design, a 2 x 2 fac­

torial design was developed to evaluate the influence of different paired com­

binations of exposure risks and payment amounts (Vectors 1 and 11 within the 

R design ). The specific combinations of exposure risks and payment amounts 

used in the factorial design are also shown in Figure 7-4. The payments 

amounts are structured to provide respondents with the central tradeoffs be ­

tween lower exposure risks and larger monthly payments in higher prices and 

taxes. For example, one set of payments, used in the R1 and R3 versions of 

the questionnaire, provided one choice of zero payments for a baseline level 

of risk, while the other set, used in the R2 and R4 versions of the question­

naire, provided one choice that would allow the respondent to reduce his pres­

ent payments by $20 but only with an increased risk of exposure. It is also 

important to note that the payments and risk levels were given to the respond­

ent as ordered pairs. 

The related aspects of the contingent ranking design focused exclusively 

on. different levels of. exposure risks. As shown in Figure 7-4, the levels of 

exposure risks in the contingent r.anking portion of the design overlap those 

used in the direct question por tion. However, there are some important dif ­

ferences between the direct question and contingent ranking designs. For 

example, the exposure r isks used in versions R1 and R2 include an exposure 

risk level of 1 over 100 that i s not employed in the direct question design. 

In addition, the ran king design holds the conditional risk of dying if exposed 

constan t throughout the design. The rationale for this decision stemmed from 

the difficult tradeoff involving the cost of additional design points and the 

potential information to be gai n ed. Although the conditional risks are poten­

tially important for this part of the design, we considered examin ing the influ­

ence of different combinations of exposure r isk levels and payment amounts 

more important for the ranking design. Earlier research ( Desvousges, Smith, 
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and McGivney (1983) ) suggested the need to have a test for the influence of 

different payment amounts, as wel I as the independent comparison of question 

formats provided in the present design. 

Part B of Figure 7-4 provides the detai l s of the design for el ic it ing ind i ­

viduals1 values of avoiding increases in risk. There are several distinguishing 

features of this part of the design. First, only the direct question format was 

u sed to elicit these values. Second, these values were elicited from all sample 

households but the endpoints of the risk change were Hnked t o the risk 

changes used in the risk reduction part of the design. For example, the risk 

endpoints for Version 031 in Part B, the risk increase portion, were 1/ 25 and 

1/ 5 the same endpoints for Version 03 in Part A for risk reductions. Not on fy 

were the endpoints the same but the conditional risks were also the same to 

avoid mixing the effects of the risk avoidance and the conditional probability. 

The third important feature of Part B accounts for the need to have the 

24 separate versions of the questionnaire in stead of 12. This feat ure is the 

role of government that was specified in the hypothetica l situation for the va lue 

to avoid a risk increase. To allow the town council approved vs. Federal gov ­

er nment allowed revisions to be independent of the risk changes, it was neces­

sary to have a separate version for each ri sk change. In cont inuing the above 

example, there is a Version 032 that differs from 031 only in the type of gov­

ernment actions specified in Part B. 

The l_ast feature of this part of the design is that the overlap i n the risk 

levels in contingent ranking an d direct question versions in Part A results in 

three sets of observat ions in four cells of Part B of the design. For ex amp le , 

this accounts for both 0 11 and R11 in value to avoid a r isk increase t o 1/ 50 

from 1/ 10. This feature enables us to evaluate, at least for a subsample, 

whether the question format in the prior design for risk reductions affected 

values in the risk increase section that fo llowed. However , there were also 

several i ntervening questions ( e.g. critter values and certainty effect) between 

these major sections . This would be expected to reduce the effect of the for­

mat of t he prior r isk questions. 

Finally, Part C of Figure .7-4 shows the design elements that related risk 

reduction to distance. In this part of the design, the i ndivid u al was offered 

the hypothetical choice between purchasing two homes that were identical ex ­
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cept for their respective distance from a manufacturing plant with landfill on 

site that contained hazardous wastes. Using the average price of a home in 

the neighborhood, the individual was asked how many miles he would want to 

have the house away from the plant if it cost 11 $x/mile 11 in higher ho~sing 

prices. In effect, the individual was given a constant marginal price for re ­

ducing risk by moving but the price varied across individuals . The design 

specified four different prices per mile--$250, $600, $1, 000, and $1, 300. This 

part of the design was considered independently of the oth~r two parts of the 

design, which implied that the versions in Part C would be assigned without 

considering the other features in the overal I design. Had this not been the 

case, 96 separate versions of the questionnaire would have been necessary. 

7.13 IMPLICATIONS 

Using the main objectives of our research as guideposts, this chapter 

has described how we have integrated some of the many facets of risk into a 

research design for el iciting individuals 1 valuation for reductions in the ri sk 

of exposure to hazardous wastes. Additionally , the chapter has highlighted 

the underlying reasons for the different parts of the design. In this process 

we have explained our reasons including or excluding certain facets of risk, 

or some methodological concerns about contingent valuation, as part of the 

design. Ultimately, our final design is somewhat eclectic but this chapter sug­

gests that its composite nature can be viewed as consistent with our main 

objectives. 

The fina l design suggests an important, and perhaps sometimes unappreci ­

ated attribute of contingent valuation as an approach for benefits measurement. 

That is, contingent valuation provides a very flexible framework for developing 

tests for basic economic hypotheses. For example, in our final design, we 

have used this flexibility to examine the importance of question format, initial 

levels of risk, and different assignments of property rights by formulating 

different versions and assigning them to different parts of our sample. 

Although not controlled to the extent that is possible in a laboratory, it does 

allow for some degree of control. Moreover, the subjects respond in the same 

environment in which they make many economic decisions. 

Finally, our design reflects the importance of the focus group sessions 

and other questionnaire development experiences to our fina l design. lhey 
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proved essential in evaluating both different ways of approaching a question 

and the format for asking that question. Additionally , they suggested unanti­

cipated hypothesis that are included in the design. A last .consideration is 

that these activities were very compatible with the format and structure of 

contingent valuation survey that ultimately, would be implemented . 
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CHAPTER 8 


SURVEY QUESTIONNAIRE DEVELOPMENT 


8.1 INTRODUCTION 

Developing a contingent valuation survey questionnaire that could effec­

tively measu re the benefits of hazardous waste management regulations by el i ­

citing individuals' valuations of r isk reductions was a difficult problem. Exper ­

imental psychological and economics research suggested that individuals' re­

sponses to questions involving decisions under uncertainty could be influenced 

by a number of factors, including the respondent's previous experience, the 

explanation of the situation, and the characterization of the uncertainty. In 

addition, earlier research suggested several compell ing reasons to expect par­

ticular difficulties with situations involving t he risks associated with hazard­

ous wastes (Cummings, Brookshire, and Schulze [1984]). 

Thus, the questionnaire development effort for this research faced two 

basic problems. First, we had to develop a set of procedures for the ques­

tionnaire that could effectively explain both the choices to be made under the 

uncertainty associated with hazardous wastes and, equally important, ·the 

changes t hat could occur in the uncertainty itself. Past psychological and 

economics research offered some valuable insights here, of course, but much 

of it is based on laborator y experiments whose results did not seem clearly 

transferable to a general population survey at the outset of this research 

effort. Second, and especially important to the objectives of th is research, 

we had to develop an accurate description of the features of the risks associ­

ated with hazardous wastes and the ways in which regulatory actions might 

affect those features. 

In view of these problems, therefore, we spent a great deal of time and 

effort during the questionnaire development and testing effort to try and un­

derstand accurately how people feel, think, and talk about risks, hazardous 

wastes, and other related topics. Appendix B contains two versions of our 
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survey questionnaire--one for the direct question format and one for the con­

tingent ranking format. Concentrating primarily on the use of the focus g roup 

discussion technique and the efforts to pretest the q·uestionnaire and to video­

tape its administration, this chapter briefly outlines the evolution of the ques­

tionnaire and its basic logic. In particular, after offering a short chronological 

overview of the entire questionnaire development process, the following sections 

describe the focus groups, how and why they were used, and what we learned 

from them and the other questionnaire development and testing activities. Spe­

cifically, Section 8.1 highlights the questionnaire development process , includ­

ing the focus group, pretest, and videotaping activities; Section 8. 2 describes 

what focus groups are and how they work; and Section 8. 3 explains their role 

in contingent valuation. Section 8. 4 describes how the focus groups were 

organized. Section 8. 5 profiles the participants, concentrating on their knowl­

edge and awareness of the hazardous waste problem; and Section 8. 6 offers a 

brief summary and overview of what the project team learned from the focus 

groups. Section 8. 7 describes the significant pretest activities conducted dur­

ing the post-focus-group effort to further refine and test the survey question­

naire; Section 8. 8 provides the same information for the videotaped interviews ; 

and Section 8.9 concludes the chapter by highlighting some suggestions for 

enhancing the overal I questionnai re development process. 

8.2 OV ERVIEW: A BRIEF CHRONOLOGY 

As a first step in the survey questionnaire development process , a series 

of informal discussions--focus group sessions--were conducted with small 

groups of citizens in North Carolina and Massachusetts during April, May, 

June, and September 1983. The purpose of these sessions was to learn how 

best to communicate risk information to individuals and to understand how they 

think about hazardous wastes. Together, these sessions yielded substantial 

information--primari ly on what individuals feel, think, and say about the r i sks 

associated with hazardous wastes--that was invaluable in the questionnaire 

development process. In particular, because the contingent valuation survey 

approach requires a questionnaire that creates a hypothetical--or simul ated-­

market for goods not usually bought and sold (in this ca·se, reductions in the 

levels of risk associated with hazardous wastes), the focus groups proved in­
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valuable in collecting information on attitudes, perceptions, and language that 

helped frame the questionnaire 1 s hypotheti ca l market in terms that were both 

c r edib le and understandable to survey re~pondents. 

Following the last series of focus grou ps , the survey questionnaire was 

judged to have the appropriate structure . The sequence of questions , the 

amount and types of information they contained, and their general structure 

and format seemed to be 11 working 11 reasonably well. Despite having an appro­

priate structure, however, the questionnaire was clearly n9t ready for actual 

data collection because it had not been fully tested one-on-one under actual 

fie ld conditions with a respondent. For example, the questionnaire had always 

been administered by a member of the project team--a situation that could not 

be duplicated in field work conducted with professional interviewers. In addi­

tion, the questionnaire had not been tried in the residence of a respondent, 

whose participation is always subject to varying interview conditions--televi­

sions , children , telephones, et c. To min imize the chances of encountering 

unexpected problems in the field , therefore , the project team decided both to 

field test the survey questionnaire and to videotape ten one-on-one interviews 

with selected respondents. These activities resulted in changes to the ques­

t ionnaire that substantially improved its ability to frame--i. e., explain--the 

hypothetical market for risk reductions in such a way t h at respondents could 

understand it and make willingness-to-pay decisions based on it. 

8 . 3 FOCUS GROUPS: THE BASIC INGREDI ENTS 

Focus groups are informal discussion sessions in which a skilled moderator 

leads a group of individuals through an in - depth discussion of specific topics 

t o discover their attitudes and opinions. Neither the participants nor the mod­

erator is necessarily an expert on the topics . A concept that grew out of the 

p sychiatric techniques of group therapy , the focus group assumes that ind ivid­

u a ls are more apt . to talk about a problem in t he security of a group envi r o n­

ment than they are in a one-on-one interview. In the 1950s some researchers 

extended focus groups beyond their intial t herapeutic purpose and used t hem 

t o obtain qualitative information from consumers about product advertising and 

p r omotional efforts [ Bellenger, Bernhardt, and Goldstucker, 1979]. 
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Traditionally, focus groups have served as a tool in marketing research 

to acquire qualitative data on markets, prices, and the advantages of new 

products. In addition, focus groups have been used to 

Generate new hypotheses 

Provide background information on new product concepts, pac­
kag ing, and advertising effectiveness 

Understand the consumer language associated with speci f ic 
product categories or brands 

Stimulate new ideas about older products 

Structure and test questionnaires 

Interpret previously obtained quantitative results. 

This project used focus groups in yet another way--to obtain and eval uate 

the information necessar y to develop a contingent valuation survey question­

naire. Specifically, the focus groups provided an opportunity to listen as 

indiv iduals discussed various aspects of hazardous wastes; to observe t heir 

responses to several tasks that would be used in the contingent valuation sur­

vey; and to try alternative methods for presenting information about the risks 

of hazardous waste contamination and other low-probabil ity events. 

8.4 FOCUS GROUPS: THEIR ROLE IN CONTING ENT VALUATION 

In general , the focus groups were used in this research because they 

offered a cost-effective way o f discovering how bes t to ask economic ques­

tions --especial ly those concerned with risk--of noneconomists. In particular , 

however , they were used to gather the kinds of information essential t o t he 

effective use of the contingent valuation survey approach to estimate the ben­

efits of hazardous waste management regulations--information that could help 

explain the survey questionnaire 1 s hypothetical market for risk reductions in 

terms the respondent's could easily understand. For example, contingent v alu­

ation requires the resolution of issues related to framing--i.e., the definition 

of the commodity i n its hypothetical market and how the transact ion would 

occur. Resolving these issues requires assessing whether responses are af­

fected, for example, by the information given, by the way in which the valu­

ation question is asked, or by the actual sequence of the questions on the 

8-4 



questionnaire. Because they demonstrated in specific terms how respondents 

may react to varying types of information, varying types of questions, and 

var y ing question sequences, t he focus groups helped assess these framing 

issues as the questionnaire was developed. 

In addition, using contingent valuation to estimate the benefits of hazard ­

ous waste management regulations also requires detailed information on how 

and the extent to which respondents understand risk (or probability) and how 

government regulatory actions might change it. In particular, it is essential 

to determine what respondents are likely to know about these concepts before 

they are given information necessary to help them form notions of willingness 

to pay. Focus groups helped resolve this issue, particularly in discovering 

whether respondents think of risk in two separate stages--risk of exposure to 

hazardous wastes and risk of some resulting detrimental effect--and they helped 

ident ify language that would effectively communicate hazardous waste concepts. 

Finally, the focus groups also proved an excel lent way to test alternative 

methods of elicitng individuals' willingness to pay; to compare the workability 

of direct questions to e l icit willingness to pay values with that for contingent 

ran king, which requires respondents to rank outcomes stated in terms of prob­

abilities and wllingness - to - pay amounts; and to ensure the development of a 

clearly worded, comprehensible survey instrument. The focus groups were 

particularly helpful in the latter effort since the participants were able to point 

out fuzzy language and muddy or inadequately described concepts before the 

instrument was administered to the general target population. 

8.5 FOCUS GROUPS: THEIR ORGANIZATION 

The contingent valuation survey questionnaire evolved during a series of 

activities that spanned six rounds of focus groups, involved conducting 19 

sessions in a variety of geographic areas, and required the participation of 

198 men and women from a variety of economic, social, and educational back­

grounds. Table 8 - 1 summarizes focus group session attendance. Round 1 

consisted of general d iscussions centered around five major topics: risks in 

general, environmental attitudes, hazardous waste knowledge, hazardous waste 

risks, and attitudes toward paying for hazardous waste management. Figure 

8-1 shows a sample of the questions used as guidelines for these discussions. 

How and the extent to which the focus group participants responded to these 
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TABLE 8-1. FOCUS GROUP SUMMARY 

Number o f 
participants 

Round Session Participat ing organization Loca t ion Date 
Per 

session 
Per 

round 

1 1 

2 
3 
4 

Duke Insti t ute for Learning 
in Retirement 

Whi t e Rock Baptist Church 
Vance Count y Heart Associa t ion 
Triangle Presbyterian Church 

Durham, NC 

Durham, NC 
Henderson, NC 
Durham, NC 

April 6, 1983 

April 11 , 1983 
April 12 , 1983 
April 13, 1983 

14 

7 
9 

20 

50 

2 1 
2 
3 

I NCO Shelt ered Workshop 
YWCA/Hobby Time Group 
Methodist Retirement Home 

Hend erson , NC 
Durham, NC 
Durham, NC 

April 27, 1983 
April 28, 1983 
April 29, 1983 

8 
11 

8 
27 

co 
I 

(j) 

3 1 
2 
3 

Salem Uni ted Methodist Church, 
Salem United Methodist Church, 
Ridgeroad Home Extension Club 

I 
11 

Haw River, NC 
Haw River, NC 
Durham, NC 

May 5 , 1983 
May 24, 1983 
May 25, 1983 

12 
7 

16 
35 

4 1 
2 

Union Presbyterian Church 
Saint Catherine Catholic Church 

Carthage, NC 
Wake Forest, NC 

June 1, 
June 2, 

1983 
1983 

13 
6 19 

5 1 
2 

3 

Presidents Crime Watch Council 
Morven Presbyterian Church 

Women of the Church 
Morven Presbyterian Church, 

Evening Group 

Wadesboro, NC 
Morven, NC 

Morven, NC 

June 21, 1983 
June 22, 1983 

June 22,. 1983 

22 
5 

14 
41 

6 1 
2 
3 
4 

Acton Congregational Church 
Concord Council on Aging 
Acton League of Women Voters 
Needham American Red Cross 

Acton, MA 
Concord, MA 
Acton, MA 
Needham, MA 

Sept. 
Sept . 
Sept. 
Sept. 

13 I 1983 
14, 1983 
14, 1983 
15 I 1983 

7 
7 
6 
6 

26 

Tot al1 9 l o t al T9a­



HAZARDOUS WAST ES FOC US GROUP QUEST IONS/ TOPICS 

1. 	 In what ways do you th ink that y ou in d ividually pay ( monetarily ) as a result 
of the "hazardous waste problem. " 

2 . 	 To whom do you pay? Where does the money go ? 

3 . 	 How is tha t mo11ey spent b y the r ecipient( s ) on hazardous waste management? 

4. 	 Have you personally or members of your immediate f amily actually experien ced 
bodily harm or loss or in jury to property due to hazardou s was tes? 

5. 	 Oo you believe in the possibility of personal loss or in jury to yourselves a s a 
result of h azardous wastes? 

6. 	 What do you th ink about the c hances (probabil ity ) that you wi ll actu ally experi · 
e nce personal loss or in jury due to hazardous wastes? 

7 . 	 What do you think about the chances that the envi ronment will actually be d a m­
aged by h azardous wastes . 

8. 	 If you think that the chances are good that you wil l p e rsonally experience lo ss 
or in jury from hazardous wastes , wou ld you be wi lling to pay more than you 
now do to change the probabi l it ies o f loss or in ju ry? 

9. 	 If you th ink that the chances are good that the environmen t wil l suffer damage, 
would you be wi lling to pay more than you n ow do to change th e probabili t ies 
of loss o r injur y? 

10 . 	 If you th ink that there is no cnance that you or your immed iate family will suf ­
fer loss or injur y as a result of h azardous wastes . would you be willing to pay 
more than you now do to change the p robabi li t ies that others w·ill suffer loss 
or injury? 

11. 	 If you think that there is no chance that you o r your immedia t e fami ly wi l l suf· 
fer lo ss or injury as a result of h azardous wastes , would you be willing to pay 
more than you n ow do to cha nge the p robabi lities that the environment will be 
damaged? 

12 . 	 Whom do you hold r esponsible for proper hazardous waste management? 

13 . 	 Whom do y ou hold responsib le for the "hazardous waste problem ?" 

14 . 	 To what degree do you hold each of the following responsible for proper h az· 
ardous waste management : 
( 1 ) 	 you rselves ( 5 ) Federal Government 
( 2 ) 	 society ( 6 ) hazardous waste p roducers 
( 3 ) 	 local government ( 7) compan ies that dispose of 
( 4 ) 	 State government h azaroous wastes 

15 . 	 To what degree to you hold each of .the follow ing r esponsible for h azard ­
ous waste cleanup : 
( 1) 	 y ourselves ( 5 ) Federal Government 
( 2 ) 	 society (6) hazardous waste prooucers 
(3) 	 local government (7 ) companies tnat dispose of 
( 4) 	 S tate government hazardous wastes 

Figure 8-1. Sample questions used in focus group discussions. 
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and other questions provided the information necessary to judge what kinds 

and amounts of information should be provided in the survey questionnaire so 

the respondent could form his notion of willingness to pay for risk reductions 

resulting from hazardous waste management regulations. As the focus group 

sessions were conducted during Rounds 2, 3, 4 , and 5, the types and amounts 

of information given to the respondent--i .e., both the questions on the survey 

questionnaire and the supplemental materials used in the interviewer's presen­

tation to the respondent--were substantially refined until, in Round 6, a first 

draft of the questionnaire was administered. 

8.6 	 FOCUS GROUP PARTICIPANTS: THEIR AWARENESS OF 
THE HAZARDOUS WASTE PROBLEM 

While the character of almost all the discussion sessions was largely the 

product of one or a mix of such important demographic variables as economic, 

social , and educational background, the factor with the greatest impact on the 

participant feelings and attitudes about hazardous wastes and the risks associ­

ated with them was personal awareness or experience--i. e., whether or not 

hazardous wastes and their risks had become a local issue for some reason. 

Table 8 -2 lists the location of each of the focus group sessions and briefly 

indicates whether, to what ext ent, and how the participants in them became 

aware of the hazardous waste problem. 

As shown in Table 8-2, participant awareness of hazardous wastes and 

their risks is particularly high in areas whose residents had experienced a 

hazardous - waste-related accident, as had the participants in the sessions held 

in Acton, Massachusetts, where the local water supply had recently been con­

taminated by chemicals leaking from a hazardous waste landfill site. Residents 

of areas that had recently faced a landfill siting decision were also h ighly 

aware of the hazardous waste problem and its potential risks, as illustrated 

by the participants in the Warr en County and Anson County, North Carolina , 

sessions, whose communities, respectively, had unsuccessfully and successfu Ily 

fought landfil I siting decisions. In contrast, awareness of hazardous wastes 

and their associated risks was very low in areas whose residents had not ex ­

perienced a local incident or fought a landfil I siting. The responses of the 

participants in the Haw River, North Carolina, sessions, for example, show 

little awareness--indeed , little understanding--for what hazardous wastes are 

or the number and types of risks they might pose. 
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TABLE 8-2. FOCUS GROUP PROF ILE: PART IC IPANT AWARENESS OF TH E 

HAZARDOUS WASTE PROB LEM 


Location of session 

Participating organization City State Description and source of participant awarenessa 

Duke Institute 
Retirement 

for Learning in 

While Rock Bapti st Church 

Vance County Heart Association 

CP 
cb 

Triangle Presbyterian Church 

lnco Sheltered Workshop ( Warren 
County) 

YMCA Hobby Time Group 

Methodist Retirement Home 

Durham 

Durham 

Henderson 

North Carolina 

North Carolina 

North Carolina 

Durham North Carolina 

Henderson North Carolina 

Durham 

Durham 

North Carolina 

North Carolina 

The participants in this group had a heightened awareness 
and understanding of hazardous wastes due to several local 
incidents--e.g., PCB dumpings on North Caro lina highways, 
the Warren County PCB landfill siting controversy, and a fire 
at a chemical waste recycling company in Durham . 

Most participants had a poor understanding of hazardous wastes, 
a lthough they were able to site local incidents they had heard 
abou t in the media- -e.g., the Warr en Coun ty PCB landfill 
controversy. 

Most participants were aware of hazardous wastes and their risks 
due to the controversey s urrounding the siting of 'a PCB landfill 
in adjacent Warren County against the strongly expressed pro ­
tests of Warren County residents. Because of the prox imity of 
their community to the Warren County landfill site, these part ici ­
pan ts had well -developed ideas on hazardous was te, particularly 
concerning possible compensation and its use in landfill siting 
decisions. 

Although this group had little personal experience with or aware­
ness of the hazardous waste problem, some participants· were 
aware of the Warren Coun ty land fi ll siting controversy, and a 
few people had detai led technical knowledge of the hazardous 
waste problem . Nevertheless, this group' s understanding of 
hazardous wastes was not precise, and at least some participants 
expressed reservations about paying the costs of control . 

Perhaps because their community is in such close proximity to the 
Warren County landfill si te, these participants felt the hazardous 
waste problem was huge and perceived their probability of 
e xposure as nearly 100 percent. They used the term hopeless­
ness to desc ribe the hazardous waste problem and were eager to 
express their opinions. · 

A few of these parlicipants cited local incidents--the Warren 
County PCB landfi ll and a chemical recyc ling plant fire in 
Durham--as sources of the ir awareness of the hazardou s waste 
problem, but their understanding of what constitutes hazardous 
wastes was incomp lete. 

These participants were very sensitive about how they were per ­
ceived by others and, consequently, were cryptic and defensive 
about their awareness of the hazardous waste problem. They 
seemed to understand that some substances are hazardous but 
not how they are related to manufacturing processes for con­
sumer goods. 
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TABLE 8-2 (continued) 

Location of session 

Participating organization City State Descript ion and source of participant awarenessa 

Salem United Methodist Church , 

Salem United Methodist Chu rch, II 

Ridgeroad Horne Ex tension Club 

<:p 

0 

Union Presbyterian Church 

St. Catherine Catholic Church 

Anson County Cr ime Watch 
President's Council 

Women of Morven Presbyterian 
Churc h 

Haw River 

Haw River 

Durham 

Carthage 

Wake Forest 

Wadesboro 

Morven 

Nortti Carolina 

North Carolina 

North Carolina 

North Carolina 

North Carolina 

North Carolina 

North Carolina 

These part icipants we re poorly informed about hazardous wastes: 
One person asked what PCBs were, and another wondered If acid 
rain came from Agent Orange. Perhaps due to their lack of 
knowledge, t hese people were less afraid than most of the 
effects of hazardous waste exposure. 

Though somewh at more informed than the participants in the 
previous discussion group, these individuals also had limited 
k nowledge of the hazardous waste problem, particularly of 
e ffects or exposure . For examp le, they did not understand how 
leaving PCB-.Jaced oil on the shoulder s of North CaroliM ' s h igh­
ways could create an exposure problem. 

These participants ind icated they knew about hazardous wastes 
through the media coverage of local events--e . g., the Warren 
County PCB landfill siting controversy--but they d id not have a 
clear understanding of what constituted hazardous wastes and 
had difficulty giving specific examples: "Might have f umes 
associated with it." 

These participants knew a great deal about the hazardous waste 
problem. They were aware of various exposure paths ( particu ­
larly ingestion) and of t he various products and manufacturing 
processes that produce hazardous waste byproducts. In addi­
tion, they fo llowed not just local incidents (such as the Warren 
County landfill siting controversy) but also national ones- -e.g., 
t he Love Canal , New York, and Times Beach, Missouri , 
con t roversies. 

In general, these participants wer e well educated and well 
informed about hazardous wastes, both at the national and at 
the local level . However, they had very set ideas on what 
hazar dous wastes were and how large a problem they c r eated. 
Their greatest fears were of the "unknowns" involved in cleaning 
up wastes and the implications of these unknowns for t h eir 
children. 

After overcoming the ir in itial s usp1c1on of the objectives o f the 
focus group session, t hese participants indicated t hey were 
aware of the risks associated with exposure to hazardous wastes. 
This was due primarily to the fact that their county had success­
fully fought the siting o f a commercial hazardous waste landfill . 
However , they did not fully understand what constituted hazard­
ous wastes or that the manufac ture of common consumer products 
created them. 

Probably because they lived in a County that had successfully 
fought a commercial landfill siting, these participants- were very 
well educated about hazardous wastes. They were not surprised 
by the number and types of consumer products whose manufac­
ture c reates hazardous wastes, and they all indicated that they 
felt a high risk of exposure . 
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TABLE 8-2 ( continued) 

Location of session 

Participating organization City State Description and source of participant awarenessa 

Morven Presbyterian Church 
Members 

Acton Congregational Church 

Morven 

Acton 

North Carolina 

Massachusetts 

cp 

Concord Council on Aging 

Acton league of Women Voters 

Concord 

Acton 

Massachusetts 

Massachusetts 

Needham American Red Cross Needham Massachusetts 

Like the previous group, these participants lived in a community 
that had successfully fought a proposed hazardous waste landfill . 
They were very well informed about hazardous wastes, their 
risks, and the alternatives for waste cleanup. 

Probably because hazardous wastes from a leaking chemical land­
fill site had contaminated their water supply, these participants 
were well aware of the potential risks of hazardous waste expo­
sure and effects. In general they felt they were very likely to 
be exposed to hazardous wastes, and, in particular, they felt 
exposure would most likely occur through their drinking water 
supply. 

The participants in this group were also very aware of the nature 
of the hazardous waste problem, probably because of the close 
proximity of their community to Acton, whose water supply had 
recently been contaminated. These participants were less sure 
about the levels of risk associated with exposure, however, and 
they had difficulty estimating cleanup costs. 

like the previous group held in Acton, this group was knowl­
edgable abou\ hazardous wastes due to a recent local incident in 
which their drinking water supply became contaminated by haz ­
ardous wastes. However , the large extent to which the 
participants identified with their own local incident prevented 
them from thinking about hazardous wastes in the hypothetical -­
i. e., they had difficulty describing what they would be willing 
to pay to reduce their risks in a hypothetical situation involving 
risks from hazardous wastes . 

Because Needham is further than Concord from Acton, whose 
drinking water recently became contaminated, these participants 
were somewhat less aware of the hazardous waste problem than 
were Concord participants. Unlike the Concord and Acton 
participants, for example, they perceived their own risks as 
zero, and they indicated they were less environmentally con­
cerned than the other Boston-area participants. 

aFor a more precise account of focus group participant awareness .of and experience with hazardous wastes and their risks, see 
Desvousges et al. I1984a l . 



8. 7 FOCUS GROUPS AND QUESTIONNAIRE DEVELOPMENT: 
OVERVIEW AND SUMMARY F INDINGS 

Experience with the focus group sessions suggested that they w re a 

valuable tool in constructing the survey questionnaire, both in terms of learn­

ing how people think, feel, and talk about different issues and in terms of 

the mechanical aspects of organizing and writing individual q uestions and visual 

aids for the final survey instrument. The following discussion briefly summar­

izes these judgments, concentrating on the significant mechar.1ical and perceptu­

al issues of effectively presenting risk information to survey respondents. For 

further detai ls, the interested reader can consult Desvousges et al. [1984a,b], 

which this section summarizes, for more detailed discussions of how the focus 

group sessions were organized, conducted, and analyzed. 

8. 7 .1 Overview: Findings an d I ssues in Questionnai re Development 

In almost every instance, the focus group participants provided important 

information for the survey questionnaire development process, including both 

substantive and edi t orial comments that resulted in substantial revisions to 

the survey instrument. Many of the suggestions could not have been antici­

pated a priori. For example , participants found simple examples of everyday 

risks useless for thinking about hazardous waste risks. In addition, while 

circles (or probability wheels) were the easiest vehicle for communicating haz­

ardous waste risks, a risk ladder was more successful in eliciting responses 

about perceived r i sks. Also, the participants found the visual aid used to 

link the risk ladder and the probabi l ity wheels more confusing than helpfu l. 

Fortunately, the participants were willing to provide explicit, detailed criticisms 

of the visual aids and other survey materials. 

The findings summarized b elow underscore the key element in the q ues­

tionnaire development effort--the difficulty of presenting information about 

risk to the genera I population. This task was a central objective of the focus 

group research effort because it was the necessary first step to defining an 

adequate way to "frame" (i.e., discuss and put in context) the hypothetical 

commodity that ult imately would be valued in the contingent valuation survey. 

The commodity to be framed in the survey is a change in the risk of exposure 

to hazardous wastes and, corresponding to it, a change in the risk of a result­
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ant effect, or death.* l n effect, therefore, the questionnaire had to convey 

information about a commodity or event that might or might not happen. t 

Communicating the commodity itself is only one element in framing the 

hypothetical commodity for a contingent valuation survey. It is also neces­

sary to provide a specific context for the commodity--in this case , a context 

to explain how the exposure risk would a r ise, how it would be affected by 

government regulations, and how people would 11 pay 11 for reducing the risk of 

exposure (the 11 payment vehicle 11 in technical jargon). Once· the respondent is 

g iven this information (i.e., the hypothetical commodity, the hypothetical con­

text, and the hypothetical market), he is asked to complete the valuation task, 

during which he is asked to reveal his willingness to pay for the hypothetical 

commodity. 

Researchers have used many different formats to elicit willingness to pay 

in the valuation task. They have tried asking the respondent directly ( Des­

vousges, Smith, and McGivney [1983]) and have used iterative bidding games 

(Randall, Ives, and Eastman (1974]; Rowe, d'Arge, and Brookshire [1980]; 

Schulze, d'Arge, and Brookshire [1981]; and Desvousges, Smith, and McGivney 

(1983]). They have used cards with payment amounts and anchors based on 

average expenditures for other kinds of public goods ( Mitchell and Carson 

(1981])--e.g. fire protection--and have tried rankings of specified payment 

levels matched with levels of the hypothetical commodity (Rae [1981a,b] and 

Desvousges, Smith, and McGivney [1983)). 

Based on past experience, the direct question and the ranking formats 

were selected for evaluation in the focus groups because they represented 

two extremes in terms of the amount of information provided for the respond­

ent: no information in the direct question format and a great deal of informa­

tion ( including specified payments ) in the ranking format. Finally, these two 

formats also avoid the problems caused by choosing the various starting points 

*Other nonlethal health effects are possible from hazardous waste expo­
sure. For simplicity, the single effect of death was chosen because it is easier 
to define than a particular severity of a specific illness. 

tBrookshire, Cummings, et al. [1982] found that their willingness-to-pay 
b ids were quite sensitive to the changes in the framing of the hypothetical 
commodity. 
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necessary in the iterative bidding game format (see Mitchell and Carson (1981] 

and Desvousges, Smith, and McGivney [1983] ). 

8.7.2 Presentation of Probability 

Introduction 

The potential for difficulties in explain ing the probabilisti c nature of what 

can be expected from hazardous waste regulations was evident from the oµtset 

of the research. Previous research has identified many· potential problem 

areas. Hershey, Kunreuther, and Schoemaker [1982] have found considerable 

variation in in dividual preferences for uncertain ou tcomes d epending on how 

probability is presented. These findings are echoed by Tversky and Kahneman 

[1981) and Fischhoff, Slavic, and Lichtenstein (1982). Unfortunately, the 

avai lable research has not provided an u n ambiguous judgment on how best to 

present probabilities. Acton [1973) used bar charts to show alternative risk 

levels but did not evaluate the effectiveness of this vehicle. Jones-Lee [1976) 

and Frankel [1979] used fairly complex representations of probability distribu­

t ions, and Loomes [1982] expressed probabilities in t erms of deaths per 100,000 

members of the population. He found significant differences in preferences 

with this measure depending on the equity implications implied in the presenta­

tion. Slavic, Fischhoff, and Lichtenstein [1978] u sed speci fic probabi Iities in 

numerical terms (percent measu r e of risk in some time period) in their research 

on accident probabilities and seat belt usage. 

Selvidge's [1975] work suggests a number of areas for caution and offers 

some new insights. She cautions that " asking someone .who has not worked a 

great deal with very small probabilities to make such distinctions is analogous 

to asking a member of a stone-age tribe to make judgments about lengths of 

time 11 [p. 200]. Her insights are that individuals can be acclimated to the task 

by working them through specifi c hypothetical situations, then asking for p r ob­

ability information or an evaluation in relative terms. She al so suggests the 

use of visual aids to highlight probabilities. Specifically, she recommend!> an 

urn filled with balls of one color and one ball of a different color. (This is 

analogous to the visual aid used by Schoemaker (1982] in his research.) How­

ever, two important factors limi t the applicability of Selvidge1 s research to the 

task of the present research. Selvidge was working with experts, requesting 
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tt")at they encode probabilities, and she was not conducting her experiments in 

a person's home (as is the case in the contingent valuation survey).* There­

fore, the project team adapt ed the idea of using circles, or probability wheels, 

from risk assessment research, during which experts were asked to encode 

t~e probabilities for different risky situations. Wallsten (1983] was instrumen­

tal in explaining the workings of the vehicle and how it has been used in the 

past. 

Overview 

It was apparent from the focus groups in Round 1 that participants would 

have difficulty thinking of hazardous wastes as numerical risks or probabilities 

even though they frequently showed a good intuitive understanding of risks 

and hazardous wastes. It was also apparen t there would be a wide range of 

understanding of the probability concept among participants. Some people 

appear to naturally think of risk in terms of probabi lity while others do not. 

These different levels of understanding cau sed difficulty both in presenting 

prrobability to the focus groups and in explaining it within the questionnaire. 

To increase the understanding of probability among the focus group partici­

pants, examples of risky events that participants might face in their everyday 

lives were cited. Moreover, circles with shaded slices along with these exam­

p l'es were used to indicate t he chance outcome for these risky events. Later , 

wtien participants were asked to perform the contingent ranking, circles were 

again used to convey the chances of exposu re to and effects from hazardous 

wastes. It was hoped that participants would link what they learned in the 

general probability presentation to the contingent ranking task, where they 

were asked to make payment decisions based on the probabilities of reducing 

exposure risks. 

*The present experience with risk is an interesting contrast with their 
e1 periences with water quality (see Desvousges, Smith, and McGivney [1983]). 
Wrien the water quality questionnaire was developed, Mitchell and Carson (1981] 
al ready had conducted a large-scale survey using a ladder to represent differ­
ent water quality levels tied to recreational uses of water. Thus, the framing 
of the hypothetical commodity was a much easier task . The present research 
c6uld not be based on the structure of the earlier contingent valuation study 
i 11volving hazardous wastes because Brooksh ire, Cummings, et al. (1982) spec­
ified the commodity as a regulation and not as a r isk . 
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In the early focus groups that included a presen tation, probability was 

exp lained using two circles.* T he f i rst circle represented the risk of e po­

sure, and the second, the combined risk of exposure and effect. Simple 

examples of risky events such as "rain," " I RS aud it, 11 11 fishing, 11 and "car 

accident" were listed beside the exposure circl e , and the effects -- 11 get wet, 11 

"pay more money, 11 "catch a fish, 11 and "get hurt, 11 respectively--were listed 

beside the combined risk circles. Each ci r cle had a different portion shrded 

to indicate the probability of the events' occurring. 

In the ranking exercise, four cards ( Cards A, B, C, and D ) were used 

at first. The poss i ble probabiliti es of exposure were 8/360, 6/360, 4/360, and 

2/ 360. In the last two sessions of the first round, two additional cards ( Cards 

E and F) with exposure probabilities of 1/360 and 25/360 were added. The 

risk of effect was a lways 4/360. In this roun d, a circle showing combined 

probability--the risk of exposure times the risk of effect- -was not included. 

A sample of the cards used in the early focus groups have been includetJ as 

Figure 8-2. 

There were many problems with the presentation described above. First, 

partici p ant comments indicated t h at the shaded circles did not do a good job 

of relaying the idea of chance. Adding spinners to the circles was suggested 

by many participants as a way to improve them as vehicles for relating chance. 

Second'· participants ind ica:ted they d id not underst and how the combined 

probability was formed. They were not perceiving either that the chance of 

exposure and the chance of effect were separate, or that the combined proba­

bility was the result of multiplying the exposure by the effect probability. t 

This was true in both the simple probability explanation and in the contingent 

ranking task, with different levels of understanding frequent l y appearing with­

in all groups. After this round, it was hypothesized that participants would 

have an easier time determining willingness to pay for hazardous waste ll'lan­

* Focus groups conducted in Round 1 comprised only a general , spont an­
eous discussion of general topics related to risk and hazardous waste and, 
therefore, did not include a presentation using visual aids. 

tThis is consistent with some experimental research in psychology indicat­
ing that individuals have difficulty with multistage lotteries. See Schum 
[1980). 
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Figure 8-2. Probability circles with various combinations for risk of exposure and effect. 
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agement regulations if they were given very explicit information about prob bil ­

ity. Participant comments in this round supported this hypothesis. 

Thi rd, with the exception of fishing, the simple examples ( such as given 

in Figure 8- 3) were easy for the participants to understand: 

The fishing didn't fit. Everything was a negative effect except for 
fishing. That was positive. The other examples all seemed like 
things you had control over. 

However, participants did not find the simple examples of risk helpful in under­

standing the chances of exposure and effects from hazardous wastes. They 

indicated that the attributes of everyday chances were so different from t hose 

of hazardous wastes that one did not help explain the other: 

There were too many examples preceding the hazardous waste exam ­
ple. 

I understand the examples of the chance of rain, etc., but I don't 
understand the great relationship between your chance here and our 
deciding which is the best order to rank the cards in. 

In ranking the cards you go through a process of reasoning which 
is different from that of the simpler examples, like the chance of 
rain. 

Finally, participants had t rouble believing that the hazardous waste expo­

sure probabilities were real. In general they felt they were too small: 

I wondered if what you were presenting was unbiased because of 
the extremely small chance of being exposed to hazardous wastes. 
I wondered if you were tryin g to program the results. 

For later focus groups, the probability presentation was expanded to in­

clude three circles: an exposure circle , a condi t ional risk of an effect circle, 

and a combined risk of exposure and effect circle. This change was made to 

address the participant' s need in the previous round for a better explanation 

of how the combined probability was formed. In addition, it was hoped this 

more explicit probability presentation would help participants understand both 

that the risk of exposure and the risk of effect were separate events and t hat 

the probability of an effect is conditional on a given level of exposure. 

In th is round, the research team added more descriptive titles to each of 

the three risk circle cards. Instead of just displaying the words chance, 

probability, and risk, the exposure card now included the title 11 What Will Hap ­
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Card 4 
Examples of Risk 

Event Outside Your Circumstances What It Means How It Might 
Your Control When Event Happens To You Have Been Anticipated 

It might rain Walking from car Get wet Bring an umbrella 
to work or raincoat 
(store, school, etc.l 

You might On the interstate Stranded on Have a spare, 
have a (versus in driveway) road llatel change tires more 
flat tire frequently 

You might be Physical makeup Reduced life Manage wastes 
exposed to (hereditary expectancy properly, recycle 
hazardous background, wastes 
wastes resistance, diet, 

smoking) 

Figure 8-3. Card in tabular form to present probability and explain simple risks. 
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pen?" and the effect card included the title "What i t Means to You." Also , 

the example of fishing was excluded, but the ex amples of 11 rain," 11 I RS audit , " 

and 11 car accident" were still used to illustrat e effects. The card en f itled 

"What it means to you 11 included the results "be outside , " "make a mistake on 

return," and "glass breaks," respectively. The third circle included the com­

bined risks - -"that it wil I rain and you get wet," 11 1 RS audit and pay more 

money," and "car accident and get hurt." It was hoped these changes would 

make i t easier for each participant to relate to each circ le : In addition , due 

to the suggestions of the first groups, spinners were added to the circles. 

Finally, there were five cards (Cards A through E) in the contingent 

ranking exercise with exposure risks of 4/ 360 , 6/ 360, 2/ 360, 1/ 360 , and 25/ 360. 

The risk of effect was still 4/ 360 and the risks were not combined explicitly. 

These cards are included as Figure 8-4. 

Participants still had difficulty understanding probability even after these 

changes. The spinners seemed to do little in helping them to understand 

chance: 

He was telling you that there's a certain amount of the stuff you're 
going to get irregardless. 

Without a dumpsite you are stil I going to get your share. 

In addition, adding the third circle in the explanation section did not seem t o 

help participants understand how the combined risk circle was derived; instead , 

they focused on the fact that the effect probabil i ty did not change in the rank­

ing cards: 


No matter how much money you spend , the effect's the same. 


The effect is the same on all of them, so why should I pay $400 a 
year for something my risk of getting an effect from it is the same 
as if I pay nothing? 

Moreover, participants' commen t s also indicated they stil I did not understand 

exposure and effect as separate events or effect as being contingent upon first 

being exposed: 

Question: 	 Why do you th ink the risk of effect stays the same and 
the risk of exposure changes? 

I didn't notice. 
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Card A 


.Hazardous Waste Risks 


Risk of an Exposure Ri$k of an Effect 


4 4 

360 360 

Payment reQuired: $ 50 per year in higher prices and taxes 

Card 8 


Hazardous Waste Risks 


Risk of an Exposure Risk of an Effect 


46 
360 360 

Payment required: $100 per year in higher prices and taxes 

Card C 

Hazardous Waste Risks 

Risk of an Exposure Risk of an Effect 

2 4 
360 360 

Payment required: S 175 per year in higher prices and taxes 

Figure 8-4. Circles used for probability presentation. 
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Obvi"Ousfy everyone exposed won't be harmed, some will, some won't, 
but here's one, one out of 360 exposures and 4 out of 360 the risk 
of effect, can't understand that, three of them got it that wasn't 
even exposed. 

Finally, participants infrequently felt that the probabilities were too smal I. 

Rather, they indicated that they didn't perceive enough of a difference between 

them to affect their payment decisions: 

Obviously we' re going to look at how much it costs since there's not 
so much difference between the chances of exposure. 

In the fourth and fifth rounds the circle cards and accompanying expla­

nations were made even more explicit. The spinners were removed; the title 

on the exposure card was expanded to read "What Will Happen: Events Out­

side Your Control" ; the effect card was c h anged to read "What It Means to 

You: Your Circumstance When It Happens" ; and the combined risk card was 

changed to read "What It Means to You. 11 The examples corresponding to these 

cards were changed to read, respectively, "rain tomorrow, 11 "flat tire, 11 "expo­

sure to hazardous wastes"; 11 wal king from the car 1 
11 "on the interstate, 11 "your 

hereditary background"; and "get wet, 11 "flat tire, 11 and "get cancer. 11 

For the exposure to hazardous wastes example, the text on the cards 

described exactly the association participants were supposed to make-- 11 expo ­
11 11 11sure to hazardous wastes 1 "your heredity background 1 and "get cancer. 

Additionally, each circle card included the ratio of the part of the circle t hat 

was shaded and some explanation to help participants understand what was 

being conveyed on each card. The exposure card included the statement 

"probability = chance spinner will fall in the shaded part, 11 and the combined 

probability card included the statement that "both of the earlier outcomes must 

occur. 11 

Besides the circles and examples , an add itional card was added to help 

participants make the association between t he simple risk examples and the 

hazardous waste risks. This card, entitled "Hazardous Wastes as a Risk," 

included the same information displayed on the circle but in tabular form. 

Added to each example was a column entitiled "How it Might Have Been Antic­

ipated. 11 For "rain" this included "bring an umbrella"; for "flat tire" this in ­

cluded "have a spare" ; and for "hazardous wastes" th is included a question 
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mark. It was hoped that using the hazardous waste example along with the 

simple risk examples would help participants Iink the two. 

The ranking cards ( Cards A throug h E) were also expanded in this 

round. Now, ins tead of each having two circles ( risk of effect and t he r isk 

of exposure), they also included a third circle, combined risk. The risk of 

effect circle was also changed to read t he "risk of effect if exposed." The 

risks of exposure were 1/ 90 , 2/ 90, 5/ 90 , 10/90, and 20/ 90. The risk of effect 

if ex posed was 90/ 540. Combined risks were 1/ 540, 2/ 540 , 5/ 540, 10/ 540 , and 

20/540. These cards are included as Figure 8-5. Round 5 cards were slightly 

different. Instead of being asked to rank cards, pa r tic ipants were asked to 

determine a wi llingness-to-pay amount. Ther efore, only three cards were used , 

with risks of exposure of 1/ 90, 5/90, and 10/ 90. 

Participant comments in these rounds indicated much greater understand­

ing of probability. First, they appeared finally to have understood that t he 

risk of effect is merely a multiplier: 

Question: What about that middle circle? Anybody have some feel­
ings on the meaning or the use of t hat middle circle? 


At that point there's nothing you can do about it. 


It's just a multiplier. 


It's an arbitrary fact at that point. 


They also seemed to be looking at exposure and effects from hazardous wastes 

as only being a chance occurrence: 

The thing that came across to me was that you were using the c ir ­
cles to point out that it could be controlled by just chance in the 
control of hazardous wastes and the eff ects on the people would just 
be a chance. 

It is important to note, however , that the groups in Rounds 4 and 5 were we l I 

educated and/or very knowlegable about hazardous wastes. 

In the final round of focus groups, where the first draft of the survey 

was administered , circles were no longer used in the probabi lity explanation 

to e x plain simple risk. Instead, the card explaining risks in tabular form was 

made more explicit. It still included three examples, but each one was ex­

p lained more clearly. Circles were still used on the ranking cards and were 

e x actly the same as in Rounds 4 and 5. 
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Card A 


Hazardous Waste Risks 


Risk of Effect Combined Ris~ : 

Risk o f Exposure if Exposed Exposure and Effect 

11 90 
54090 540 

?a'(lllent required: $400 per year in higher prices and taxes 

Risk of Exposure 

2 

90 

Card B 

Hazarclous Waste Risl<S 

Risk of Effect Combined Risk: 
ii Exposed Exnus11re <incf Effect 

90 2 
540 5'10 

Payment required: $225 per year in hiuher prices a11d l<ixes 

Gard C 

Hazardous Waste Risks 

Risk of Effect 
Risk of Exposure if Exposed 

Combined Risk: 

Exposure and Effect 


5 90 5 
90 540 540 

Payment required: $ 125 per year in higher prices and taxes 

Figure 8-5. Sample cards (A through C) used for probability presentation. 

8-24 




Participants in t his round indicated that they found the simple examples 

of risk unnecessary and confusing: 

Question: Card 4--examples of ri sk . What did you think of that? 

You are confusing the problem of hazardous waste by introducting 
irrelevent examples of risk--like if it rains, are you going to have 
a flat tire. That is so remote from what hazardous waste involves, 
it seems like you're t rying to put some of these risks in the same 
classification [as hazardous wastes ]. 

Thus, the everyday risk examples were eliminated from the probability explan­

ation. This decision seemed counterintuitive t o what was expected a priori. 

However, participants in each session indicated that the context in which they 

think about hazardous waste risks is too different from that in which they 

think about simple r isks. In addition, the attributes th ey associate with each 

type of risk differ . Simple r i sks were veiwed as voluntary or controllable 

even ts such as wear ing seatbelts to reduce risk of death in a car accident . 

Hazardous wastes risks, on the other hand, were seen as involuntary and un­

controllable. Instead of everyday examples, very explicit explanations using 

loca l or well-known hazardous waste incidents were used to ill ustrate probabili­

t i es of exposure and effect. 

The main criticism surrounding the probability explanation was its length. 

Some partici pants ind icated that their minds were wandering b y the time the 

probability of effect was expl ained. In f act, those w h o did not understand 

the concept seemed to stop l isten ing right after the fi rst circle was described. 

However, those who had some knowledge of probability seemed to listen more 

intently. This. is evident in the following example, in which one participant 

is able to explain what is being said to another: 

I st ill can't in my mind figure out how this is the combined risk. 

T wo percentages . You have hal f of a quarter times a half is what 
is an eighth and this i s a six times a 9 percent times 16 percent is 
the combination that comes out so you take 10 percent of 16 percent 
is 1.6 percent or something like that, so that you are getting it 
down .. . 

But don't most people react to this because none of us know our 
heredity and how we personally are going to be impacted. But this 
is an external t h ing that we can sort of take in. 
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You have been told that the middle is the average of all the popula ­
tion in that you are generally going to fi t into that category. 

Participant s still had difficulty believing t hat the probabilities used on the 

cards were realistic: 

Again I wondered where you came up with these. It looked as i f it 
could be almost ar bitrary. 

Many helpful suggestions were made by the participants in clarif ing 

the cards. Most of these surrounded the mathematical representation of prob­

ability . Using percent ages was advocated by participants in all groups: 

One of the -things is the math that gets you down. Use a percent­
age figure or one out of thousand or hundred thousand, 10 over 90 
and 10 over 540. 

I would have used ratios. If you went from 1 in 54 to 1 in 10 , I 
wouldn 1t use any circles. 

They could be converted into percentage re lationship. That I could 
read. 

kept wondering why you didn't put percentages here. 10/ 90 
doesn 1t mean anyth ing to me but 11 percent does. 


Scientific notation, that we are going to lose most people. Put in 

terms of a one-over kind of number (i.e., 1/ 100,000) as opposed to 

ten - to-the-minus number. 


Two out of 100,000 or something like that.... 

One participant also suggested putting more description on the hazardous waste 

exposure risk cards: 

Why not describe what it is [on the card], i.e., heredity, back ­
ground, pathways. 

These suggestions were all taken into account when the circle cards w ere 

designed for subsequent survey drafts . T h e final version of the circle cards 

includes three circles entitled "Risk of Exposure, 11 11 Risk of Death if Exposed , 11 

and "Combined Risk : Exposure and Death. 11 Each circle's significance is f ur­

ther explained by a caption underneath. The exposure circle is captioned 

"Possible Pathways"; the effect circle , "Heredity and Health"; and the com­

bined risk circle, "Personal Risk. 11 Each circle has a portion that is shaded 

to signify chance or probability of risk. Both the percent and ratio of the 
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~haded portion of the circle are on the circle card. The actual probabilities 

vary since there are several survey versions that will be administered to 

respondents. One version of these circle cards is included as Figure 8-6. 

In addition, instead of giving payment amounts, some respondents will be 

asked to rank payment cards. These cards are identical except that each will 

have a title giving the payment amount. This title is also more explicit than 

in previous rounds. It includes both a monthly and yearly amount and states 

directly that this is in higher prices and taxes. 

8.7.3 Perception of Exposure Risk 

.Requesting that individuals shade port ions of empty circles was the first 

means used to elicit participants' perceived risks of exposure to hazardous 

wastes. However, participants indicated that the circle was not really the best 

way of doing this and that they often very arbitrarily selected the portion of 

the circle to shade. It became apparent that some kind of benchmark or 

anchor was needed to guide their responses. 

Risk Ladder 

A risk ladder was then used as a visual aid in determining participants' 

perceived risks of dying from hazardous was te exposure. In the early rounds, 

tine risk of dying from exposure to three d ifferent kinds of hazardous wastes 

was placed on a ladder among the risks of death from other kinds of events. 

A copy of this risk ladder is included as Figure 8-7. l n this first draft ver­

sion of the ladder, three estimates of hazardous wastes risks from a risk 

a s sessment study were used in an attempt to determine how respondents would 

r eact to this (and other) information. The ladder was based roughly on the 

nu mber of people who die annually from various causes or activities. Partici ­

pants in general seemed comfortable with the ladder as a graphical representa­

tion: 

I think we're all used to seeing th ings represented in graphs like 
these and that it's easier than to start comparing circles. 

They were, however, very sensitive to the other events on the ladder. For 

example, "eating peanut butter," one of these other events, was brought up 

f9 r discussion in each group. Participants were a lso disturbed by the proba· 

b il ities used in association with each event and in most cases were reluctant 
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R-1 

R-1 Card A-1 

Risk of Death Combined Risk: 
Risk of Exposure if Exposed Exposure and Death 

1 

10 

110 percent! 

Possible 
Pa·thways 

Risk of Exposure 

l 

50 

(2 percent} 

Possible 

Pathways 


10 

Heredity 
and Health 

Risk of Death 
if Exposed 

1 

10 

(10 percent) 

Heredity 
and Health 

1 

100 

11 percent) 

Personal 

Rio;k 


Card C-1 

Combined Risk: 
Exposure and Death 

1 

500 

I two-tenths 
of 1 percent} 

Personal 

Risk 


Figure 8-6. Two cards (A-1 and C-1) with final format. 
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Risk Ladder: 
Comparing Risks of Death 

Smoking one pack 
of cigan1ttes a day 

(5001 

Motorcycling 
(2001 

Driving a ca 
(17) 

Eating peanut buruw 
(41 

Having X-rays for 
diagnosis 

(11 

Using saccharin 
1.21 

i----­

Hazardous waste 112 
---~• (80, trichloroethyl1!1"181 

Hazardous waste 111 
150, benzflf'lel 

-- ­ --i i Hazardous waste .t3 
12. trichloroetnanel 

"--- ­

Tornado 
"-----.11 1.21 

Lightning 
(.1) 

Figure 8-7. Initial risk ladder including exposure to three kinds 
of hazardous waste among risks from other events. 
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to believe they were accurate numbers. They indicated that if the team were 

going to try to use these numbers as true probability occurrences they ou? ht 

to include at the least a source a n d some explanation of what they were ba~ed 

on: 

never took it as an accurate measure of what the probabilities 
were. If I were to take it as an accurate number, I1d have to know 
what you meant by hazardous wastes # 2, where #1 set that expo­
sure and what does that mean. I just took it as a general idea that 
we are exposed to a hazardous waste generates these possibilities 
rather than to graphically represent possibilities of it occurring. 

Additionally, some participants felt the ladder was misleading because it wasn 1t 

drawn to scale: 

For true representation, don 't you need to put a broken scale on it? 

In the next round the same ladder was used, but this time the exposure 

risks to hazardous wastes were removed. Participants were asked to p lace 

their perceived risk of dying from hazardous waste exposure on the ladder. 

By and large, participants were able to perform this task, but their comments 

indicted they had the same misgivings with the ladder as in the previous 

rounds: 

This is a really misleading risk ladder. Your rates are not accur­
ate. They're not age specific. The data is just not accurate. 
You're asking an individual for a certain age a nd this is just not 
accurate .for an individual of that age.... The way you're trying 
to ask your questions, you can't extrapolate from death data for 
the whole population very accurately and t hen ask individuals where 
you put yourself on here. 

In the final round, when a draft of the questionnaire was administered , 

the ladder was changed substantially. This ladder included occupational r isks 

on one side and risks of dying from various events on the other. The p rob­

abilities were removed from each event, a nd each portion of the ladder was 

shaded differently. There was a break between each of these shaded portions 

on the ladder to give it t he appearance of being more to scale. A copy of 

this ladder is included as Figure 8-8. In addition, a second card was included 

that attempted to tie the ladder to the risk circles that had been previously 

used to explain probability. This card had both a ladder and circles on it. 

The ladder had just three events on it of h igh, low, and medium death risks. 
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Card 5 

Risk ladder: Comparing Risks of Death 

Skydiving 

Truckdriver 

Police Officer 

Home Accident 

Home Fire 

FloocJ 

Figure 8-8. Revised risk ladder separat ing occupational risks 
from other events and introducing breaks in ladder. 
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Next to each event was a circle partially shaded to indicate probability of death 

from that event. This card (Card 6) is included as Figure 8-9. Participants 

in the first session in this rou nd indicated this card was not helpfu l in mak­

ing a transition between circles and the ladder. In fact, the card confused 

them: 

Question: 	 Did card No. 6 help make a transition between the ladder 
and the circles? 

Pointless. 

If you can't keep it maintained to a 100 times for all three, it's 
meaningless. 

This card was eliminated from subsequent sessions in this round. 

Participants in this round h ad both graphical and conceptual suggestions 

for making the ladder and task clearer. The graphical comments revolved 

around shading and putting the events more to scale: 

Question: 	 What did you think of the risk ladder? Was it helpful? 
Not helpful? What kind of impression did you get out of 
it? 

If you did the graph in a different format it might become a little 
clearer to more people. The gradation and shading are a little trou ­
blesome at first. There is not a great distinction between the grada­
tion that one notices the distinction until you go back and study it. 
The arrows going in two directions rather than one. 

The breaks are not clear. If you' re working with hard numbers, 
it's easier to see and to integrate it . . . to try to figure out how 
much space there is between steelworker and car accident, you ' re 
just left to your imagination. It could be a little or a lot; the per ­
son just has no idea. 

I had a question when you explained the ladder. The breaks in the 
ladder appear to indicate that this is a long ladder. Is there a big 
gap between smoking one pack a day and a stuntman or are they 
right on top of each other? That is something that isn't clear. · I 
think it would help if you could somehow or other indicate that-­
maybe on a numerical scale- -because then you wouldn't be con­
strained by the size of the page or whatever else. 

One of the difficulties is the way the break comes across. Cigarette 
smoking is at the top of the break and if there had been a wider 
break you wou l d see it's not in the same class as stuntman. 
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Card 6 
Risk Ladder: Comparing Risks of Death 

Smoking One Pack 
of Cigarettes a Day 
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Figure 8-9. Card attempting to tie risk ladder 
to probability circles. 
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In addition, participant comments indicated that the examples made it dif­

ficult fo r them to assess where on t he ladder they should p lace their percei y ed 

risks of death. For one participant, all the risks were accidental except smb k­

ing. Because participants did not see death from hazardous wastes as acci­

dental, they tended to put their perceived death risks closer to smoking and 

thus higher on the ladder t han they really felt was accurate: 

Do you mean the risk of premature death? Because all of these are 
by accident except for smoking. The rest are prematl:lre death due 
to some kind of accident. 

It's hard to relate the risk [of death] from hazardous waste [with 
the other examples of risks of death] because it's more like the cig­
arettes than all of these other things. 

Comparing [hazardous wastes] to all these accidental deaths made me 
keep pulling it up the ladder. 

You could compare it to smoking a pack of cigarettes a day. The 
problem is there is nothing else like that on here. 

Other participants didn't feel there were enough examples on the bottom of 

the ladder: 

These seem to be all very high risk ... at least .from home fire 
up. I would have liked to have had something at the other end of 
the scale. In between flood and poisoning because everything else 
seemed too high up. 

Many participants had difficulty in relating to the types of occupations used 

as examples: 

But the skydiving and stuntman are so remote from the average per­
son's experiences, maybe you ought to have death of a heart attack 
at age 60 , something that people relate to. 

T he women in particular thought there were too many male dominated occupa­

tions: 

The occupations are not ones I related to very easily. They tend 
to be more male occupations . 

Most participants wanted to see some indication of the probability of dying from 

the events listed on the ladder: 

When I saw cigarettes way up t here, I didn 't think it very bel iev­
able. didn't believe it--it looked like someone just did it. 
Shouldn't it say based on insurance statistics or something? 
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Everything else in the thing is done with numbers. You might very 
well, since all these are different levels, just put numbers along 
side of them. It might be easier. 

In the group where the participants were asked to place their perceived occu­

pational risks on the ladder, it became apparent that more examples that pro­

fessionals could relate to were needed: 

I can't relate to your probabilities. I work in an office and the 
worst thing that is going to happen to me is hypertension and I have 
a heart attack. 

I f they doubled the exposure from those CRT terminals. If it radi­
ated more stuff, that's in an office. 

couldn't even get on the first rung of the ladder. I t's zero. 

might have a problem getting to and from work; that's a problem. 

did have a Iittle difficulty identifying , say, with the sky diving, 
for example, or with drunk driving. 

The older group of participants had the most difficulty understanding the 

exercise. They indicated more text around the ladder would clarify the task: 

Question: Does anyone have any reaction to the risk-ladder card? 

Did you find it helpful, confusing? 


Confusing. 


I just didn't understand it. A graph Ii ke that says nothing to me. 

You have to put it in words in a paragraph. 


Finally, some participants suggested ways to reword t he question to make it 

clearer. The comments indicated our question had to provide more specific 

details on the situation they were evaluating: 

It might have helped us if you said "premature" before "death. 11 

What about age. Some people might not care if it means they are 
going to live to 70-75. 

Whether it's an actua l exposure to hazardou s waste or what is your 
potential of being exposed to hazardous waste. If you have an 
actual chemical spill in your town, that's different than what you 
think your chances are of being exposed. 

P1rticipants' suggestions were taken into account to construct a ladder for 

the final version of the survey that is quite different from that used in the 
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focus groups. Each segment of the ladder is a different color to show mf re 

clearly the breaks t hat signify changes from one probability level to anothj,r . 

. The events are no longer listed on two sides of the ladder but down the rriid ­

dle. Risks of death from more common professional occupations are includbd, 

such as insurance agent, engineer, or banker. Probabilities of each ev{ nt 

have been included, not in fraction form but as the number of persons ou of 

100,000 who will die every year. An uncolored copy (reduced in size) of the 

ladder is included as Figure 8 - 10 . 

In addition, the survey scri pt explaining the ladder is much more exp ic­

it. lt points out the breaks in the ladder and what they signify, documents 

the probabi lities, and explains them--e.g., 11 out of every 100,000 people L ill 

die from home accidents each year. The development of the risk ladder clearly 

demonstrates the eff ectiveness of using focus groups to develop a conting:ent 

valuation questionnaire. Specific, immediate feedback enabled the resea~ch 
team to alter the ladder to resolve confusions . 

8.7.4 Summary 

Although some of the information gathered during the focus group s.es ­

sions cou ld have been obtained as easily in a one-on-one pretest situation, 

not all of it could. For example, in many cases the group environment stimu­

lated participants to think of and verbal ize ideas they probably would not h,ave 

expressed in a one- on :.. one interview. In add ition, the focus groups conducted 

in Boston allowed the questionnaire materials to be evaluated using households 

comparab le to those in the survey population and thus provided access to spe­

cific local details t hat might have affected the survey results. Furthermore, 

t he focus groups allowed the t argeting of a specific group composed of people 

from a variety of educational backgrounds and income levels that had experi ­

enced a hazardou s waste incident. This was particularly crucial with such a 

complex topic. 

T he focus groups did prove less successful in one area. The transition 

from the oral to a written instrument was not smooth. This was apparent in 

the difficulty participants had answering the va luation question when the f i rst 

draf t of the survey was administ ered in the last round of focus groups . This 

difficulty occurred even though participants had little difficulty with the same 

question in the previous round of focus groups, where a less formal presenta­
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Risk Ladder: Comparing Annual Risks of Death 
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Figure 8-10. Final version of risk ladder incorporating suggestions 
from participants. 
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tion was used. Therefore, whereas focus groups are extremely valuablJ in 

the testing of ideas and techni ques and in constructing a first draft of a sur­

vey questionnaire, they will not serve as a substitute for a pretest. 

Finally, although the advantage of hindsight now suggests, perhaps , t hat 

some of the 19 sessions conducted during this research could have been el mi ­

nated by add itional planning, the experimental nature of using focus groups 

in a major contingent valuation survey questionnaire developmen t effort and 

the desire to learn as much as possible about how people feel, think, and talk 

about risks from hazardous wastes were compelling reasons to conduct a lar9e-­

rather than an optimal ( i.e. , smaller ) --number of sessions. 

8.8 PRETEST O F CONTINGENT VALU ATI O N SURVEY QU EST ION NA IR E 

After a draft version of the survey questionnaire was administered du r ing 

the final round of focus groups, the comments of the focu s group part ici ­

pants--both on content and on presentation of informa t ion--were analyzed and 

then incorporated into a second d raft. However, although it was judgep to 

have the appropriate structure , sequencing, content, and presentation, th is 

draft was not considered ready for data collection because it had not been 

admin istered under actual field conditions. To minimize the occurrence of un­

expected problems during data collection, therefore, we elected to conduct a 

pretest of the questionnaire using t rained interviewers and a number of pretest 

interviews. 

To prepare for the f i eldtest, or pret est , two interviewers were trained 

in a day-long session at t he Research Triangle Institute (RT I) in Research 

Triang le Park, North Carolina. Subsequently, one of these interviewers , who 

later supervised the data collection on a day-to-day bas is in the field, trained 

two professional interviewers in the Boston area to help collect the fieldtest 

data. For the pretest, a total of four interviewers completed 45 interviews in 

t wo locations: suburban Bost on , Massachusetts, and the Research Triangle 

area of North Carolina. The la t ter area was chosen to take advantage o f t he 

services of an interviewer who had prio r contingent valuation survey experi­

ence and who had demon strated an uncanny knack for not only identi f y ing 

trouble spots but also suggesting solutions. Nine of the interviews were com ­

pleted in the Research Triangle area and 36 in suburban Boston . The inter­

views were divided about equa lly between the d i rect question and ranking ver­
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sions. The interviewers used no specific criteria to select respondents, 

although the project team did request that they intervrew respondents from 

several socioeconomic groups. 

To evaluate the effectiveness of the questionnaire, the project team con­

ducted two half-day debriefing sessions w i th the interviewers at each location . 

The completed questionnaires also were analyzed for general consistency in 

responses. The outcome of these efforts was that the questionnaire generally 

was on the right track but that several trouble spots needed improvement. 

Generally, the interviewers were able to identify these areas and to indicate 

the kinds of problems either they or the respondents had experienced. Thus , 

the insights obtained from the pretest dealt almost exclusively with the work­

ability of the questionnaire. The pretest samples were too small and nonrandom 

to yield any insights into the potential variances in willingness to pay amounts 

in the actual survey. In contrast, Mitchell and Carson [1984] found that their 

willingness-to-pay bids from a 100-interview pretest had variances almost iden­

tical to these in their full survey of 800. Information about variances is criti­

cal for judging the adequacy of the statistical power for the planned sample 

size but was beyond the capability of our pretest. 

The pretest suggested that the main trouble spots in the questionnaire 

involved the overal I language and the explanations at certain points. Specific­

ally, the pretest questionnaire sounded too much like an interviewer reading 

and not enough Ii ke an interviewer talking. It simply was too formal and not 

conversational. To illustrate the val u e of the pretest in making this point, 

the following excerpts compare the pretest version with the final questionnaire. 

However, it should be noted that the fina l version reflects the efforts from 

other revisions, including those from the videotaped interviews and suggestions 

from outside reviewers: 

Pretest version 
Throughout life there are chances that people may die from many 
different causes. Every day of our l ives there is a chance that we 
may die from some accident on the job, at home, or somewhere else. 
There is also the chance that we may die from some long - term illness 
or disease or we may die suddenly from some health problem. On 
the ot her hand, there is a chance that we may fuLly live out our 
lives and die of natural causes. Some common risks of death are 
shown on this risk ·ladder (see Figure 8 - 10). 
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Final version 

Throughout our lives there are many different risks of dying. 

There is a risk or chance we may die from an accident or some long­

term i I lness, or we may die suddenly from some heal t h problem. 


The pretest experiences also indicated several problems in the introduction 

to the risk ladder. Specifically, the example used to ii lustrate how the 

respondent was to use the ladder was misleading and the importance of the 

different sections was not emphasized: 

Pretest version 
The ladder wi l l help you compare different r isks of death. Notice 
that t h e ladder is d ivided into six sections to show that the differ ­
ences in risk levels are quite large between sections. Each section 
shows the relative sizes of the risks of dying during any year of a 
person's I ifetime based on national averages. Beside each cause of 
death there are figures that show the number of people who die each 
year from that cause. For example , the risks to stuntmen show that 
in any year 2,000 out of every 100,000 stuntmen will die from an 
accident on the job. 

Final version 
This ladder shows the different risks of dying associated with a 
variety of common activ ities, including accidents, habits, hobbies, 
ii lnesses, natural disasters, and job accidents. The numbers on 
the right show the risks for each of the activities listed. The lad­
der displays these risks from low to high so you can easily compare 
them. The two types of r is k s shown and those based on some of 
the people and those based on all of the people in the United States. 
For example:--numbers shown for occupations, skydiver, and smoker 
are based only on people in these activities. This means, for in ­
stance, that during the next year 47 of every 100,000 homebuilders 
in the Un ited States wi l l d ie from an on-the-job accident. However, 
the n u mbers shown for the remaining risks are based on averages 
for all people in the United States. This means, for instance, that 
during the next year, 77 out of 100, 000 people in this country wil I 
die from a stroke. Notice also that there are breaks between the 
five parts of the ladder to show that the difference in risk levels i s 
quite large between each part.* 

The explanation of the risk circles was the area most frequently recom­

mended for major rev isions. Interviewers found the explanation in the pretest 

version both redundant and confusing: 

* Another important change was also made in response to suggestions from 
A. L. Nichols and several other reviewers from the U.S. Environmental Protec­
tion Agency (EPA). They suggested that all risks, except for the occupational 
risks, be put on a consistent basis. The pretest version had some risks that 
applied only to people who presently experienced the health condition. 
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Pretest version 
Another way of thinking about hazardous wastes as involving risk 
is with this card (HAND RESPONDENT HAZARDOUS WASTE RISKS 
CARD A, WITHOUT DOLLAR AMOUNT). It uses circles to stand 
for two types of hazardous waste risk that we want you to think 
about: the first circle, which shows the risk or chance that you 
(or a member of your household) would be exposed to hazardous 
wastes. By exposed, I mean touching, breathing, eating, or drink­
ing a large enough amount of a hazardous waste over a period of 
time so that it cou ld har m the health of whoever is exposed. Expo­
sure through the pathways we have discussed could be a brief, one­
time exposure, or it could be over mont hs or years. The importance 
of the second circle is that even if a person is exposed, there is 
another and different risk or chance that he would develop a hea lth 
problem and die. With many of the kinds of health problems that 
could be caused by hazardous wastes , it might be 10 to 30 years 
before a person would know that he was ser iously i II and die. The 
third circle combines the two types of risks into risks to a person. 

Final version 
Another way to think about hazardous wastes and risk is with this 
card. It uses circles to stand for two different kinds of risks we 
face from hazardous waste. 

Pretest version 
The middle circle on Card A stands for the second type of hazardous 
waste risk --the chance of a harmful health effect after being ex­
posed. This risk means that even if you are exposed, there is a 
chance, not a certainty, that you will be harmed. For example, if 
one person catches a cold at home or at work, everyone around will 
not get sick. Some people are health ier or have better resistance. 
The same idea is true for hazardous wastes. Whether or not you 
are actually harmed is based on your physical makeup--your heredity 
and your overall health. Looking at both of these circles, you can't 
be harmed by hazardous wastes if you are never exposed to them. 
You would never have to spin the pointer in the middle circle as 
~ ~ the pointer on the first circle (POINT TO FIRST CIRCLE) 
never landed in the darkened area. 

Final version 
The importance of the middle circle is that it stands for the second, 
and different, type of hazardous waste risk--the chance of dying 
after being exposed. This means that even if you' re exposed, 
there's a separate chance- -not a certain t y--that you would die. For 
example, some people are healthier or have better resistance. 
Whether or not you're actually harmed is based upon your physical 
makeup, heredity, and overall health. An important thing to remem­
ber about the first two circles is that you would never have to spin 
the pointer on the second circle as ~ as the pointer on the first 
circle never landed in the blackened area. In other words, there's 
no chance you would die from the effects of hazar dous wastes if 
you' re never exposed to them. 
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The interviewers also pointed out that respondents had trouble with the tran­

sition between hypothetical scenarios. It was necessary to repeat entire sec­

tions because the respondent was unclear about the ground rules. The tran ­

sition at Section G of the questionnaire ( willingness to pay to avoid an increase 

in risk) was especially troublesome because respondents frequently thought 

their bids in the previous question also applied to this one: 

Pretest version 

Now let's consider a complet ely different situation. 


Final vers ion 
Now let's cons ider a completely di f ferent situation. That is, your 
dollar amounts and answers to previous questions are not carried 
over to this one. 

The pretest also confirmed the effectiveness of the focus groups in eval ­

uating the visual aids used in the interview. With one exception, the payment 

vehicle card, the interviewers felt Ii ke these visual aids worked well. The 

payment vehicle card subsequently was revised and the interviewers (in the 

final field survey ) confirmed that the changes had remedied the problems with 

the payment vehicle card. 

In summary, the pretest and the subsequent discussions with the inter ­

viewers provided valuable information on the workability of the questionnaire. 

These steps led to major revis ions that clarified the exposition. They also 

clearly demonstrated the importance of how a questionnaire "sounds. 11 To be 

effective, good exposition i s not enough ; the questionnaire also mu st sound 

appropriate when spoken. 

In addition, the project team felt that there was little difference in the 

information obtained in the suburban Boston and Research Triangle area pre­

tests. That was encouraging for t hree reasons: First, the local pretest was 

less expensive than the onsite pretest because there were no travel costs for 

training or debriefing. Second, with the interviewer working only in the local 

area , it was easier for the project team to communicate on a more frequent 

basis. Third , the lack of any s ignificant differences also implied that the vid ­

eotape interviews could be done in the local area at considerable cost savings 

with probably only minor losses in information. 

Finally, caution is required in drawing a general conclusion from our ex­

perience that a local pretest can substitute for one conducted at the actual 

8- 42 



survey · location. One difficulty is that although the context of our hazardous 

waste valuation scenario was for a specific site, the actual location could have 

applied to any town . The critical question to be answered is whether there 

are any reasons to expect that respondents in different areas would react dif ­

fe rent ly to the framing of the questionnaire. This does not suggest that they 

would necessarily have the same willingness to pay. Indeed, we would expect 

differences based on income and other relevant explanatory variables. How­

ever, it does imply that the same behavioral model applied ·to two populations 

would fit each equally well. Even with hindsight, it would seem desirable to 

perform the onsite pretest because it provided relatively low cost insurance for 

~voiding major problems in the actual survey. 

8.9 VIDEOTAPED INTERVIEWS 

To supplement the field pretest, ten one-on-one videotaped interviews 

were also conducted with members of the RT I staff. As the final stage of the 

questionnaire development process, these videotaped interviews provided infor­

mation necessary to evaluate additional aspects of the final questionnaire 1s 

workability. They were especially helpful in identifying the various verbal 

and visual cues that respondents used to develop their answers to specific 

questions. 

In evaluating whether or not the questionnaire "worked, 11 the videotaped 

interview sessions focused on five key elements: 

The respondent 1s perceptions of the questionnaire 1s framing-­
e. g., the hypothetical commodity and the payment vehicle. 

The usefulness of the visual materials as aids in the framing 
process. 

The effectiveness of the risk circles in communicating very small 
probabilities. 


The logical progression of the questionnaire. 


The sound of the questionnai re 1 s language. 


Ten separate interviews were videotaped with RT I employees in a conference 

room at the Institute. The employees included two maintenance -workers, two 

data entry workers, a mid-level statistic ian, an electrici an, a painter, a car­

penter, and two secretaries. The interviews were divided equally between 
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men and women. Respondents also were chosen to represent a wide rang of 

ages and educational levels. 

The videotape camera was placed in one location and operated automaticl lly 

eliminating the need for a camera operator . One project team member obser ed 

the session while another conducted both the interview and the •subsequ nt 

discussion. It was explained that the purpose of the session was to eva l ate 

the questionnaire, that there were no right or wrong answers, and that parti­

cipants were to respond the same as if they were in their. own living roo~s. 
No one-way mirrors were used to conceal the observer. However, the partici­

pants seemed unaf fected by the presence of the observer or the camera a~ter 
the initial explanation of the purposes of the session. 

Although it is difficult to isolate the specific changes that resulted exqlu­

sively from the videotape sessions, several general conclusions can be hi~h­

lighted from the videotapings based both on the observations of the intervi ews 

and on the discussions with respondents. For example, in their explanatib ns 

of how they formed their willingness to pay bids, almost all respondent s mi=n­

tioned one key feature: their monthly income and their present expensles. 

The respondents clearly used th is as their common anchoring point. Although 

the bids varied quite substantially, the first thing each person mentioned in 

describing his thought process was his budget constraint. It seemed that the 

use of monthly amounts rather than annual amounts made it easier for him to 

consider his budget constraint. If the budget constraint as the primary 

anchor were common to contingent valuation surveys, it may help to expl 9 in, 

at least in part, why respondents have shown considerable difficulty in deJ e1­

oping their willingness to accept bids (see Knetsch and Sinden (1984), Me~er 
(1979], and Rowe, d 1 Arge, and Brookshire (1980]). In the willingness - to­

accept case, they lose the common anchor on which they rely in the willi n g ­

ness - to-pay case. O f course, the difficulty may also in part be due to an 

unwillingness to be morally responsible for accepting a payment for degradat ion 

of the environment (see Kahneman [1984]) . 

The discussions in the videotape sessions also focused on the adequacy of 

the framing for the hypothetical commodity, reductions in the risk of exposure 

to hazardous wastes. In particular, the respondents were asked about how 

they used the circle cards in r elation to the various hypothetical scenar los. 
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Some described using the visual relationships between circles, while others 

said that they felt more comfortable with the numerical expressions--a finding 

consistent with our focus group experience. They understood the link between 

the changes in the risks and the prop osed regu lations in the hypothetical sce­

nario. Some focused on the exposure circles while oth ers used changes in 

the combined circle in forming their bid. The majority indicated that the three 

separat e circle s commu nicated t h e rel at ionships between exposure, their own 

heredity, and the risk of death. The videotape sessions rei.nforced the earlier 

judgment that how the respondents responded to the probability information 

will be one of the central questio ns to b e evaluated in the empirical analysis. 

Another important use of the videotape sessions was to evaluate the feas­

iqility of using the risk circles to communicate the low probability parts of 

the exp erimental design. In response to suggestions from reviewers, the ex­

perimental design was expanded to include two additional direct question ver­

s ions of the questionnaire. One new vers ion h ad comb in ed r i sks of exposure 

and death ranging from 1/30,000 to 1/150, 000 and the other, risks ranged from 

1/ 60,000 to 1/ 300,000. These probabilities were 100 times smaller than the 

risk level s that previousl y had been evaluated with the risk circles. About 

half of the total videotape sessions consisted of the lower probability cases. 

The general conclusion was that the respondents seemed to be able to use the 

risk c i rc les equ al l y well to see the reductions due to the regulations. In ef­

fect, the videotape sessions provided low-cost insurance that the additional 

d~sign points were workable before more resources were committed to collect 

data from these additional designs. 

The videotape sessions also indicated that the improved introduction to 

the risk ladder (noted in Section 8.6) made it easier for respondents to use 

the ladder in expressing their perceived risk of dying from various causes, 

including exposure to hazardous wastes. The respondent descriptions of how 

tt-iey used the ladder reinforced the focus grou p f ind ing that some preferred 

the numerical expressions while others used the various anchors of other types 

of risk . Each of the different kinds of risks -- job risks, health risks, risks 

from different activities, and risks from natural hazard s--was mentioned by 

respondents in their descriptions of how they used the ladder. 

The videotape sessions h e lped to evaluate another important aspect of a 

w6 rkable questionnaire- - its logical progression. In the followup discussions , 

8 - 45 




respondents indicated that they felt comfortable with the order of both inforT a­

tion and questions. They pointed out the importance of the order of inforT a­

tion on Card 1 that re lated hazar dous wastes and common products. Almf st 

every person cited some part of this information in t h eir explanation of How 

the questionnaire oriented them in thin king about hazardous wastes. They 

also felt that the sequence of the risk discussion using the circle card, fol ­

lowed by the payment vehicle and then the hypothetical situation seemed 

straightforward. Several noted that the explanations were longer than they 

needed (e.g . , the circle cards) but others felt that the additional information 

helped them . 

Finally, the videotape - sessions afforded the opportunity to listen to t he 

questionnaire to evaluate its sound. After the pretest, the interviewers had 

stressed the importance of having the questionnaire sound like an interviewer 

talking and not simply reading. By observing and listening to the session it 

was easy to evaluate the sound of different questionnaire sections as they were 

administered. The v ideotape also enabled the team member conducting t he 

interview to replay these same sections and elicit the respondent comments on 

what caused a puzzled expression or some other kind of response. In I isteni ng 

to the interview, some words or vagueness had a jarring effect and prompted 

the search for simple and/ or more concrete words to replace technical or vague 

language. The repetition of interviews by a team member also led to improved 

interviewer instructions on how to use the visual aids to make the questibn ­

nai re more interactive. 

8.10 	 THE QUESTIONNAIRE DEVELOPMENT PROCESS: REFLECTIONS 
AND SUGGESTIONS FOR IMPROVEMENT 

While the actual process of developing the questionnaire evolved over a 

period of about 1 year and had to r espond to other objectives besides the pri ­

mary one, the passage of time, the advantages of hindsight, and some missteps 

have all yielded some useful impressions about the overall process. General ly, 

focus groups, fie ld pretests, and the videotaped interviews should be viewed 

as complements rather than substitutes. Each seemed to offer some advantages 

relative to the other but there were also some disadvantages. The focus 

groups were especially effective in getting a general sense of people's knowl­

edge and perceptions of hazardous wastes. This was especially useful for this 
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application, since very little information was available in the literature on how 

to meaningfully present hazardous waste risks in a household survey.* On 

the other hand, the pretest was a better indicator of trouble spots in the 

questionnaire due to either logic or language. The pretest also focused atten­

tion on the administration of the questionnaire and the importance of the ver ­

balized form or 11 sound 11 of each question. The videotape sessions proved very 

effective in evaluating whether or not revisions aided either 11 sound 11 or work­

ability. Both the focus groups and videotape sessions were· excellent for get­

ting people to explain their thought p rocesses and for determining the effec ­

t i veness of the visual materials in aiding the information processing. In addi­

tion, caution is· required in using the pretest for the purpose of knowing what 

the respondent was thinking. This information came from experienced observ­

ers (the interviewers) rather than the respondent. This shortcoming can be 

minimized by encouraging the interviewers to seek out the respondent's reac­

tions rather than relying exclusively on their impressions, but the possibility 

of inaccurate f iltering still remains. 

The complementary nature of focus groups, pretests, and videotaping 

implies that a blend of the three can be every effective tools in dealing with 

complex environmental commodities. However , better integration likely would 

enhance their complementarity. After the first two rounds of focus groups, 

additional time to prepare a written draft of the questionnaire likely would have 

permitted the more rapid development of a final questionnaire. Using an early 

draft questionnaire in several videotape sessions perhaps could have replaced 

at least one round of focus groups. This change would have shortened the 

t ime involved in planning and the logistics of focus group sessions and allowed 

more time for the team to work on the questionnaire itself. The videotape ses­

sions , supplemented by simply reading the questionnaire into a tape recorder 

as revisions are attempted, Ii kely would have enhanced the way the pretest 

version sounded. 

Following the videotaping and subsequent revisions, a round of focus 

groups to administer the draft questionnaire to participants from the survey 

*Recall the earlier study (Burness et al. (1983] ) treated the problem as 
one of valuing a regulation with general uncertainty as to the exact nature of 
hazardous waste risks. 
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area wou ld provide valuable feedback on the respondents thought proces ! es 

as well as t he effectiveness of the questionnaire and visual aids. Howev~r, 
the cost differential between local and onsite pretesting could be kept relatively 

smal I by foregoing i n -person train i ng and debriefing. Both activities could 

be done by telephone supplemented with programmed train ing. These two s~b­

stitution s could enable pretests both onsite and local ly for about the same cpst 

as one full-scale onsite effort with expensive personal training. However, the 

in-person training supplemented with practice interviews anq intensive discus ­

sions proved critical to the success of our actua l fie ld survey, since the cpst 

of mistakes could have been much h igher. 

In summary, the process of questionnaire development could have been 

enhanced by better i ntegration of focus groups, pretests, and videotape inter­

views. Focus groups seem to dimin ish in effectiveness after two or three ses­

sions . They are most useful with longer periods of time between sessions and 

a corresponding larger amount of time for better formalizing ideas. The sooner 

a written draft can be prepared t he better. Speaking rather than reading 

even early versions makes a major difference in the way they sound. Video­

taping is a fast, relatively inex pensive way to explore how the responderits 

are us ing different parts of the q uestionn ai r e. Finally, field pretests are still 

useful in simulating actual fie ld conditions. 
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CHAPTER 9 


SAMPLING PLAN AND SURVEY PROCEDURES 


9.1 INTRODUCTION 

This chapter summarizes the sampling plan and the survey procedures 

used to gather the information required by the experimental design. Specific­

ally, Section 9.2 defines the target population, Section 9.3 gives a brief over­

view of the sampling plan and its relationship to the experimental design, and 

Section 9.4 describes how the survey questionnaire was administered to the 

target population, including discussions of interviewer training, quality control , 

data collection, and interviewer debriefing procedures. Section 9. 5 concludes 

the chapter with a brief summary of its main points. 

9.2 THE TARGET POPULATION 

As noted in Chapter 6, the experimental design for the survey cal led for 

approximately 600 completed interviews w ith economic decisionmakers in house­

holds in suburban Boston--specifical ly, the Boston, Massachusetts, standard 

metropolitan statistical area ( SMSA ) , exclusive of the City of Boston. Figure 9­

1 shows this target geographic area and indicates, in the shaded portions, the 

location of the areas eventually selected for t he survey interviews that composed 

the samp le. 

The experimenta l design required that al l survey respondents be economic 

decisionmakers , not just a randomly select ed member of the household. There­

f o re , the target population actually consisted only of persons who made primary 

e¢onomic decisions for groups of household members residing in the target geo ­

graphic area. These groups of household members, called economic repor ting 

u its, cons i sted of the members of a household who act as a single economic 

entity to make expenditures in three categories--food, housing, and other ex ­

penses. Representing these groups of household members (or economic re­

P? rting units), the economic decisionmaker was the sing le individual most re ­
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Figure 9-1. Map of survey area. 
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sponsible for deciding how, when, and from whom to buy goods in these three 

categories. This target population was selected as the group most relevant to 

the overall project objective of estimating the benefits of the risk reductions 

that accompany hazardous waste management regulations. 

Whenever field interviewers could not identify a single individual decision­

maker for an economic reporting unit, they used a random number list to select 

one at random. In addition, while the household itself comprised the economic 

reporting unit for most of the sample, this was not the case f<?r all households in 

the sample. For example, the project team considered all related members of a 

household to comprise a single 

members not related to anyone 

reporting units. 

economic 

else in 

reporting 

the hous

unit, classifying household 

ehold as separate econom ic 

9.3 THE SAMPLING PLAN 

This section briefly describes this samp ling plan and how and why it 

evolved as it did. It considers, first, the overall two-stage sample design and, 

second, the role of the experimental design. 

9.3.1 Overview 

Drawing on the interview completion rates from in-person surveys of simi­

lar size and scope, a stratified, two-stage sampling plan was designed to select 

enough eligible and willing respondents to ach ieve the goal of approx imately 600 

in-person interviews required by the experimental design. The first stage, or 

primary sample, was composed of 100 U.S. Census b locks or block clusters 

selected from two geographic strata- -the town of Acton, Massachusetts, and the 

balance of the suburban Boston area, exclusive of the city of Boston. To 

accommodate the experimental design and the population distribution in the 

target geographic area, 20 of these Census b locks/block clusters were selected 

from Acton, and 80 were selected from the remaining portion of the suburban 

Boston area. 

We had two interrelated reasons for selecting so many Census b lock/block 

clusters in the Town of Acton. First, the town had recently experienced a 

~umber of incidents involving hazardous wastes, including a contamination of 

~\vo municipal drinking water wells, that resulted in a substantial amount of 

ipformation about hazardous wastes being disseminated in the community. (See 
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Chapter 10 for a more detailed discussion of hazardous wastes and Acton.) 

Because this information could have an important impact on peopfe1s valuations 

of risk reductions, we oversampled the population in Acton so we could co~pare 
the valuations of Acton residents with those of the rest of the target populatt ion. 

Second, oversampling in Acton also helped us meet the objective of comparing 

the results of our study and those of Harrison (1984]. Specifically, beaause 

Harrison (1984] used a hedonic property value model (discussed in detJ il in 

Chapter 15) and two other methods (i. e., a risk assessment. and an analysis of 

averting costs) to develop policy analyses of alternative regulations of the 

disposal of hazardous wastes, including estimates of the benefits for avoiding 

exposure to hazardous wastes for homeowners in the Town of Acton, our 

oversampling of Acton residents will allow us to compare our survey estimates 

with Harrison's. 

The second stage, or secondary sample, was derived from the U.S. ceh sus 

blocks / block clusters in the first-stage sample by first listing and then 

selecting specific housing units in the two target geographic strata. A total of 

915 housing units were listed and selected for the second-stage sample--189 

from the Acton stratum and 756 from the remaining portion of the surburban 

Boston area. Sample weighting p rocedures--equal weights within strata, di ffer ­

ent weights between strata--were also developed to help ensure accurate cotnpi­

lation of data from the surveyed population. Appendix C provides more infor­

mation on the listing of housing units within the two strata, and Appendix D 

contains a more detailed discussion of the first- and second-stage sampling 

procedures. 

9. 3. 2 Experimental Design Considerations 

The experimental design raised three important questions for the sam~ ling 

procedures used to sample the survey's target population: 

How wou Id the design be al located across the sample withol.!t 
confounding it? 

How many sample housing units would be required to achieve 
the planned number of observations for each eel I in each part 
of the experimental design? 


How many sample housing units would be required to yield the 

desired number of completed interviews? 
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In answering the first question, the 24 versions of the questionnaire were 

randomly ordered across the entire sample, and this random ordering was repli­

cated in units of 24 across the entire sample. This procedure assured that 

each interviewer and each sample housing unit had an equal probability of re­

ceiving any one of the 24 versions of the questionnaire. This randomization 

was selected in an attempt to reduce the potential confounding of the design 

with either the sampling procedures or the procedures used to assign sampling 

housing units to specific interviewers. 

The answer to the second question involves a tradeoff between the ex­

pected cost of obtaining a completed interview and the number of sample hous­

ing units required to permit reasonably powerful tests of the hypotheses that 

were implied by our conceptual analysis, given the elements of the experimental 

design. This process also has impl ications for the precision of our estimates 

of option price functions. Trying to antic ipate the necessary sample size for 

estimating the values associated with changes in hazardous waste risks is com­

plicated by the lack of previous studies and the potential for nonlinearities in 

these tradeoffs. Given our uncertainty over the precise forms of some of the 

functional forms and final tests for the models we estimated, and given our 

desire to t est a variety of hypotheses, to estimate payment (option price) func­

t ions, and t o realize other estimation objectives simultaneously, we did not at­

tempt to derive the sample design al locations through a constrained optimization 

problem (e.g . , see Conlisk and Watts [1979] and Aigner [1979]. A flexible 

full-factorial design was selected for part of the direct-question design, with 

separate blocks to consider the effects of low probability scenarios , and an 

independent full factorial design was selected for the contingent ranking com­

ponent of the design. We allocated a somewhat larger number of observations 

to the contingent ranking design points in an effort to permit (within the limits 

of the budget for the survey ) separate indirect utility functions to be estimated 

for each design point. In all cases, however, the sample sizes exceed conven­

t onal rules of thumb for testing of hypothesis concerning means and are more 

than adequate (given the experimental design) for multivariate analysis. 

Figure 9-2 is a matrix showing both the planned sample sizes and the 

number of observations obtained for each element of the experimental design, 

including direct question and contingent ranking question formats for valuing 

r isk reductions and two versions of the direct question format for valuing the 
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' 

Reductions in risk 
o f exposure 

Vector From To 

1/5 1110 

I 
1110 1/25 

1/10 1/20 

II 
' 1/20 1/50 

1130 1/60 

Ill 
1/60 11150 

1/300 1/600 

IV 
11600 1/1500 

Val ue of Reductions i n Risk 

Direct Oueslion Format (D) Contingent Ranking Question Format (R) 

Levels of risk Amount of monthly payment 
Risk of death , II exposed 

1110 1/20 1/100 1/200 
Vector A 

Risk of Risk o f death, 
p A p A p A p A Vector exposure II exposed $0 $20 $55 

45 42 45 46 
p A 

1/10-
45 34 45 35 1120 

I 1/10 60 57 
45 47 45 46 1/50 

- - 1/100 
45 31 45 33 

45 48 45 35 
1120 - -

45 36 45 29 1/30 

II 1/10 60 56 
45 53 45 41 1/60 

- - 1/150 
45 32 45 28 

VectorB 

$150 $ - 20 $5 $40 

p 

60 

60 

$80 

A 

59 

55 

<D m 

Town Council-Appr Federal Government-Allowed Risk Increases 

Reductions In risk 
of exposure Risk of death, II exposed 

oved Risk Increases 

Increases In risk 
of exposure Risk of death, II exposed 

To From 
1/10 1/20 11100 1/200 

To From 
1/10 1/20 1/100 1/200 

p A p A p A p A p A p A p A p A 

1/25 1/5 22 15 22 20 - - 1125 115 23 20 23 21 - -

1150 1110 83 66 22 22 - 1/50 1110 82 73 23 16 - -

1/60 1/20 60 47 - - - 1/60 1/20 60 44 - - -

11150 1/30 22 21 22 18 - - 1/150 1/30 23 22 23 13 

1/1500 11300 - - 22 21 22 18 111500 1/300 - - 23 26 . 23 16 

a All hough this part ol the design used only the direct question tormal, both the ranking and direct question versions that correspond 10 the Part A design are 
idenlilied 10 reflect the interrelationship between bolh parts of the design. 

bThere are two observations for this design point because ot overlaps in the probabiMly levels in the Part A design. 

P ~ Planned A o Actual 

Figure 9-2. Matrix of planned and actual observations for each cell of the experimental design. 



avoidance of risk increases. As shown in the figure, the experimental design 

generally called for 45 observations in each of the cells for the direct question 

versions and 60 observations in each of the cells for the contingent ranking 

versions. The final sample sizes exceeded the planned sizes for all but the 

direct question part of the design, which asked each respondent to provide 

values for two separate risk changes. Because some individuals declined to 

pay for the second increment, some of the direct questi on cells had fewer ob­

servations than were planned. 

To answer the third question, i.e., to determine the number of sample 

housing units required to yield the 600 completed interviews, the results of 

previous surveys of similar size and scope were used to develop target inter­

view completion rates. Specifically, a sample size larger than the desired num­

ber of completed interviews was selected because past experience indicated 

that interviews would probably not be obtained from every economic reporting 

unit included in the sample. For example , some units would be ineligible be­

cause they were vacant; in others , the r espondent would refuse to be inter­

viewed. In anticipation of not obtaining interviews for all units,· therefore, 

t he following anticipated completion rates were used to develop the sample size 

required to yield at least 600 completed interviews: 

0. 92 eligible occupied housing uni ts per prelisted unit 

0. 92 enumerated housing uni t s per eligible occupied housing 
unit 

0. 75 interviewed economic reporting units per selected economic 
reporting unit. 

Tab le 9-1 shows the sample sizes developed for the two target strata using 

these interview completion rates. 

TABLE 9-1. SAMPLE SIZES 

Completed Sample 
Strata interviews required housing unitsa 

Acton 120 189 

Balance of suburban Boston 480 756 

Total 600 945 

aComputed as completed interviews/CO. 92)(0. 92)(0. 75). 
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9.4 SURVEY ADMINISTRATION 


Once the target population had been identified and an appropriate safple 

had been· scientifically selected, a set of survey procedures was designeb to 

fulfill the sampling protocol and to attempt to minimize problems stemming from 

the administration of the questionnaire. These procedures provided for the 

use of experienced professional interviewers, intensive in-person traininp of 

the interviewers, and close supervision of the entire data collection effort. 

In addition, to conclude the survey administration effort , the team also con­

ducted an in-person session to debrief the interviewers about data collection. 

This section describes the train ing methods, highlights the quality control pro­

cedures, summarizes the outcome of the data collection, and concludes with a 

review of the information provided by the interviewers in the debriefing. 

9.4.1 Interviewer T raining 

Because interviewer training had played such a critical role in earlier 

contingent valuation surveys (e.g., see Desvousges, Smith, and McGivney 

[1983]) and because of the complex nature of the hazardous waste question ­

naire, the project team developed a detailed training agenda. This agenda 

consisted of prepari ng a comprehensive manual tailored to the questionnaire, a 

home study of the manual, a 212- day training session, and four to six pract ice 

interviews accompanied by intens ive debriefing. .All five of these elements 

played an important part in helping the interviewers understand not only what 

they were supposed to do, but why they were doing it. 

The interviewer training manual consisted of eight chapters. Topics in­

cluded a description of the overal I research objectives, the sampling protocol, 

procedures for securing the interview, general questionnaire administration, 

question - by- question specifications with detailed explanations and examples, 

and general administrative procedures. Interviewers studied the manual prior 

to the training session and referred to it throughout the data collection. 

The in - person training session covered topics ranging from enumerat ing 

the household to using the visual aids to represent risk. Figure 9- 3 presents 

the agenda for the training session. During the session, the project team 

stressed the rmportance of developing a thorough understanding of the logic 

of the questionnaire and, therefore, carefully explained the rationale for each 
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Contingent Valuation Survey to . 

Estimate Benefits of 


Haza~ous Waste Management Regulations 


Field Interviewer Training Agenda 

March 19 - 21, 1984 


Monday 
March 19, 1984 

8:30a.m. 

8:45a.m. 

9:00 a.m. 

9:4S a.m. 

10:00 a.m. 

10:45 a.m. 

12:00 p.m. 

1:00 p.m. 

2:15 p.m. 

3:15 p.m. 

3:30 p.m. 

5:00 p.m. 

Tuesday 
March 20, 1984 

8:30 a.m. 

9:15 a.m. 

10:00 a.m. 

10:15 a.m. 

Introduction of Trainers, Trainees, and Observers 

Review of Training Agenda 

Background and Purpose of the Regulatory 
Benefits Survey 

Break 

The Benefits Questionnaire 
• Overview of major sections 
• Versions and variations 
• Visual aids 

Demonstration Interview (A simple simulated 
interview designed to illustrate administration 
of the direct question version D111 ) 

Lunch 

Mock Interview #1 (The trainees will be divided 
into two groups to expedite interviewing through 
all sections of version 0711) 

Discussion of Mock Interview #1 

Break 

Mock interview #2. (The trainees will be divided 
into two groups to expedite round-robin 
interviewing of version D824) 

Adjourn for the Day 

Discussion of Mock Interview #2. 

Demonstration interview of the ranking 
version R111 (ranking section only) 

Break 

Mock Interview 113 (The trainees will be divided 
into two groups for round-robin interviewing 
of the ranking section only of version R213) 

Kirk Pate 

Kirk Pate 

Bill Desvousges 

Kirk Pate 

Kirk Pate 
Bill Desvousges 

Trainers 
Trainees 

Full Group 
Discussion 

Trainers 
Trainees 

Group Discussion 

Kirk Pate 
Bill Desvousges 

Trainers 
Trainees 

(continued) 

Figure 9-3. Interviewer training agenda. 
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Contingent valuation Survey to 

Estimate Benefits of 


Hazardous Waste· Management Regulations (continued) 


Field Interviewer Training Agenda 

March 19 • 21, 1984 


Tuesday 

March 20, 1984 (continued) 


· 11:00 a.m. 

12:00 noon 

1:00 p.m. 

1:30 p.m. 

1:45 p.m. 

2:30 p.m. 

3:00 p.m. 

3:15 p.m. 

4:30 p.m. 

4:45 p.m. 

5:00 p.m. 

Wednesday 
March 21, 1984 

9:00a.m. 

10:15 a.m. 

10:30 a.m. 

1:00 p.m. 

Discussion of Mock Interview #3 

Lunch 

Mock Interview #4 (ranking section only of 
version R424) 

Discussion of Mock Interview #4 

Locating Sample Segments and Housing Units 

Completing the Household Control Form 
• 	Record of contacts 
• 	Enumeration and reporting unit formation 
• 	Reporting unit selection 
• 	Eligibility rules for interview respondents 
• 	 Sample individual selection 

Break 

Continue Topic 

Quality Control Procedures 
• 	 Field editing 
• 	Telephone review of first administration 
• 	Observations 
• 	Validations 

Pass out ~ignments 

Adjourn for the Day 

Administrative Procedures 
• 	Completion of Interviewer Production, Time 

and Expense Report 
• 	Preparation of assignments 
• 	Reassignment procedures 
• 	Visual aids and questionnaire supply 


and replacement 

• 	Disposition of completed questionnaire 

and household control forms 
• 	Disposition of administration forms 
• 	Scheduled weekly telephone reports 

Break 

Final Discussion, Clarification and Wrap-up 

Adjourn 

Group Discussion 

Bill Desvoul es 
Group Discussion 

Annette Born 

Kirk Pate 
Annette Born 

Kirk Pate 
Annette Born 

Kirk Pate 
Annette Born 

Kirk Pate 
Annette Born 

Figure 9-3. Interviewer training agenda (continued). 
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element in the hypothetical market . Following this review, the project team 

divided the interviewers into small groups and conducted mock interviews with 

both the ranking and direct question vers ions of the questionnaire. The ses ­

sion continued with the interviewers admi n istering the questionnaire at home 

and again with team members. 

The final element in the training, full-scale practice interviews, proved 

very successful. The interviewers conduct ed four to six practice interviews 

with respondents. A member of the proj ec t team and the freld supervisor ob ­

served the first practice interviews and r eviewed them with the interviewers. 

These same project team members critiqued the final practice interviews on a 

question-by-question basis in telephone conversations with each interviewer. 

At the end of these sessions, the interviewers were familiar with both the logic 

~nd purpose of each section of the questionnaire. 

9.4.2 Quality Control Procedures 

The field supervisor monitored all f ield activities on a daily basis. The 

monitoring consisted of both telephone conversations and in - person review 

supervision. Interviewers discussed problem cases as they arose and reported 

the statu s of each case on a weekly basis to the fie ld supervisor. The field 

supervisor transmitted an updated computer file to the project team each week 

for review. 

During the data collection, two problems arose which required additional 

discussion. First, the interviewers experienced unexpected problems in ob ­

taining an enumeration of respondents. These difficulties stemmed from the 

fact that a substantial number of the sample housing units were in limited 

access apartments and from the fact that many professional persons were not 

at home even after five attempts to interview them at various times of the day 

and night. Second, t he sample conta ined at least 30 respondents who did not 

understand English. (The majority were Portuguese. ) The language barrier 

problem proved impossible to solve without expensive ( and of uncertain va lue) 

translations of the questionnaire. However, a certified mailing with a letter 

providing a strong appeal for cooperation signed by each interviewer proved 

a very cost - effective way of gair:ing access to d i fficult-to-reach respondents. 

Indeed, had the mailing been attempted sooner in the data collection period, 

i t is likely that the interviewers could h ave reduced the number of "no re­

9-11 




spondent at home" because several of the interviewers had not mailed all t heir 

letters. 

The final quality control measure consisted of telephone verification of a 

randomly selected sample of the interviews. These calls all indicated that the 

interviewer has completed the interviews with the respondent and that certain 

selected items were accurately recor ded. 

9.4.3 Data Collection Summary 

The data collection yielded 609 completed interviews from a total sample 

of 953 sample housing units. The sample size increased over the earlier figure 

cited above because of the addition of eight housing units that were missed in 

the counting and li sting activity. The household enumeration was the f i rst 

element of the data collection. Enumeration consisted of listing the names and 

ages of the household members, determining the economic reporting units w ithin 

the household , and randomly selecting an economic decisionmaker (as defined 

earlier) from the reporting unit. The interviewer attempted the initial contacts 

for enumeration in-person but left notification when the respondent was not 

home. 

Table 9-2 summarizes the status of the household enumerations. Inter ­

viewers successfully enumerated the household for slightly more than 75 per­

cent of the sample housing units. Respondents refused to be enumerate~ in 

11 percent of the households, while no one was home in about 5 percent of 

the households. A sizable percentage of the refusals gave 11 illness 11 or 11 too 

elderly" as the reason they refused. The remaining nonenumerated households 

consisted of vacant units , nonhousing units, respondents with language barri ­

ers , respondents on vacation, and respondents with a ph ysical or mental I imi­

tation. These latter 15 respondents did not refuse to be enumerated but were 

incapable of providing the information. 

The final stage of the data collection consisted of the interview stage. 

Table 9-3 provides the summary of outcomes for this stage. Interviewers ob­

tained fully completed interviews for 609 (84.58 percent) of the 720 successfully 

enumerated housing units. Only three interviews were not completed after 

initiation. This statistic is encouraging because it suggests that the inter­

viewers were effective in communicatitlg the material . It also suggests that 

few respondents found the inter view (which lasted an average of 53 minutes) 

9-12 




TABLE 9-2. ENUMERATION RESULTS 

Present study 
Desvousges, Smith, and 

and McGivney [198:3 ) 

Resul t code 
Resu lt at the household 

enumeration stage Number 
Percent age 
of sample Number 

Percentage of 
of sample 

1 Successfully enumerated 

2 No enumeration eligible home 

3 Household absent during study 
per iod 

4 Enumeration respondent refused 

5 Language barr ier 

<p 
. ~ 6 Vacant housing unit 
w 

7 Not a housi n g unit 

8 Mentally/physically incapable 

Number of sample housing units 

720 

49 

4 

105 

23 

22 

15 

15 

953 

75 . 55 

5. 14 

0 . 43 

11.02 

2.41 

2.31 

1 .57 

1 . 57 

100% 

347 

9 

17 

18 

3 

3 

397 

87.41 

2.27 

4.28 

4.53 

0.76 

0.76 

100.00a 

aTotal may not add to 100 percent due to rounding. 



TABLE 9-3 . INTERVIEW RESULTS 

Present study 
Desvousges, Smith, 
and McGivney [1983] 

Percentage of 
enumerated 

Percentage of 
enumerated 

Resu lt code 
Result at the 

interview stage Number 
housing 

un i ts Number 
housing 
units 

20 Fully completed interviews 609 84.58 303 87.32 

22 Partially completed interviews 3 0.42 2 0.58 

23 Samp le individual not at home 21 2.92 14 4.03 

24 Sample individual refu sed 69 9.58 24 6.92 

25 Language barrier 7 0.97 1 0.29 
cp
__. 
~ 

26 Mentally/physically incapable 11 1. 53 3 0.86 

Enumerated housin g u nits 720 100% 347 100.00 



either too difficult or disconcerting that t hey failed to complete it. The re· 

f usal rate was a relatively modest 9 . 58 percen t, which was also encouraging, 

i,nd icati ng that respondents were not discouraged by the subject area. The 

remaining 39 cases consisted of incompletions because respondents were not at 

home or because the respondents had language barriers or physical or mental 

limitations. 

The project team computed two diff erent rates to express the results of 

the field data collection process: an enumeration rate and· an interview rate. 

Each rate may be calcu lated in two ways, depending upon how eligibility for 

the survey is defined. In the strictest sense, inel igible housin g units included 

only those that were occupied by persons who were temporarily absent for the 

study period, those that were vacant, or those that were discovered not to 

be housing units at all (for example, demolished or used as a business ) . In 

the less strict sense, ineligible housing units also included those that occupied 

by non - English-speaking persons or by persons who were physically or mentally 

incapable of providing meaningfu l responses . 

In the strict sense, the enumeration rate was computed as fol lows: num­

ber of enumerated housing units divided by sample size minus result codes 3, 

6, and 7: 

720 =78.95 percent .912 

In the strict sense, the interview rate among successfully enumerated housing 

units was computed as follows: number of completed interviews divided by 

number of enumerated housing units: 

609 =84.5 percent .720 

In the less strict sense, the enumeration rate was computed as fol lows: num­

9 er of. enumerated housing units divided by sample size minus result codes 3, 

5, 6, 7 and 8: 

720 ­- 82.3 percent .
874 

In the less strict sense, the interview rate among successfully enumerated 

housing units was computed as follows: number of completed interviews divided 

by number of enumerated housing units minus result codes 25 and 26: 
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609 = 86.75 percent702 

In summary, then, completed interviews were obtained from 66. 78 pe~cent 
of all eligible sampling housing units under the most conservative definitions. 

Under more generous but real istic assumptions, 71. 46 percent of the sample 

housing units yielded completed interviews. 

9.4.4 Comparison With Other Contingent Valuation Studies 

This section compares the results of our fieldwork with those of two other 

contingent valuation studies--Desvousges, Smith, and McGivney [ 1983 ] and 

Mitchell and Carson (1984]. These studies were selected because they both 

elicited valuations of water quality changes, which we would expect to be an 

"easier" commodity for the respondent to understand, and because both pro­

vided sufficient documentation of the fieldwork- - in their respective reports--to 

enable the comparison. 

Table 9-2 summarizes the fieldwork results from the present study and 

from the Desvousges, Smith, and McGivney (1983] study. As shown in Table 

9- 2, the water quality study has substantially more (12 percent ) successf ully 

enumerated households than our study. The difference can be attributed to 

higher rates of 11 not at homes" and refusals in our present study. However, 

differences at the enumeration stage also likely reflect the difference in atti­

tude toward household surveys in the two areas ( Pittsburgh versus suburban 

Boston) or, more simply, the differences between the time periods --1981 versus 

1984- - during which the two studies were conducted. Finally, our interviewers 

did encounter more apartment bui !d i ngs with limited access in the Boston area. * 

For additional perspective on the final disposition of our sample, Table 

9- 4 gives the disposition of the national sample in the Mitchell - Carson (1984] 

survey of individuals' willingness to pay for improving the nation's water qual­

i ty. In reaching their 1 , 042 eligible respondents , they encountered 409 ind i ­

* Conversations with interviewers also suggest that the Pittsburgh int er ­
viewers were very effective at using people's concern over water issues as a 
way of getting a foot in the door. Boston interviewers did not have any com­
parable comments about hazardous wastes. Alternatively, the suburban Boston 
residents had experienced several other surveys prior to our survey, including 
one on environmental issues. Area residents could simply have become weary 
with surveys. 
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TABLE 9-4. ENUMERATION RESULTS--MITCHELL-CARSON (1984) 

Result at the household Percentage of 
enumeration stage Number sample 

Successfully enumerated 1, 042 51.20 

No enumeration eligible home 454 22.31 

Listing areas not assigned 33 1. 62 

Enumeration respondent refused
a 

383 18.82 

Language barrier 26 1.28 

Vacant housing unit 83 4.08 

No information 14 0.69 

Number of sample housing units 2,035 100.00% 

Source: Mitchell and Carson (1984). 

a Includes 27 respondents classified as too busy to give enumeration infor­
mation. 
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viduals out of a total sample of 2,035 (20 percent) who either refused or were 

unable to complete the screening questions. In addition, 487 households were 

not contacted because no one was home when the interviewer cal led, and no 

information was obtained from 14 of the sample households due to administrative 

reasons. Summing these numbers gives a total of 993 households, or 48 per ­

cent of the total, that could not be screened for eligibility. By contrast, 

about 25 percent of our households did not provide enumeration information. 

Comparing refusals of enumerated households also shows that the field experi­

ence with the hazardous waste questionnaire was somewhat better. Specifically, 

Mitchell and Carson [1984] had a 16-percent refusal rate while this study ex­

perienced about a 10-percent refusal' rate. However , differences in field pro­

cedures and in the survey designs account, at least in part, for these differ­

ences in field results. For example, in an attempt to improve our enumeration 

results, our procedures required a greater number of callbacks to complete 

the household numeration. In addition, while the Mitchell and Carson sample 

was drawn from households ac ross the United States, our sample, as noted 

earlier, is taken from a much smaller geographic area. Finally, the limitations 

imposed on fieldwork procedures by the severe cost constraint in the Mitchell ­

Carson study should also be acknowledged.* 

In summary, our field experiences with the hazardous waste questionnaire 

fare well when compared with those of two other recent contingent valuation 

studies. And, although the Oesvousges, Smith, and McGivney water quality 

study did better in terms of enumerating households, our survey performed 

as well at the more critical interview stage . When compared to Mitchell and 

Carson's [1984] study, our present survey performed at least as well in both 

stages of the fieldwork. 

Finally, the data on successfully enumerated households in Table 9-5 sug ­

gest several other illustrative comparisons. In particular, our survey compares 

very well with the earlier Oesvousges , Smith, and McGivney study in both 

percentage of interviews completed and in the refusal rates. Both rates dif ­

fered by less than 3 percent. Because the hazardous waste interview was 

*It should clearly be noted that these activities are costly. A budget 
constraint for survey activities often requires that enumeration rates be opti ­
mized subject to that constraint. 
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TABLE 9-5. INTERVIEW RESULTS--MITCHELL AND CARSON (1984) 


Percentage of 
Result at the enumerated 

interview stage Number housing un its 

F'ully completed interviews 813 78.02 

Partially completed interviews 

Sample individua l not at home 33 3.17 

Sample individu al refused 171 16 . 41 

Interviewed wrong responden t 11 1.06 

Other 14 1.34 

Enumerated housing units 1,042 100.00% 

Source: Mitchell and Carson (1984]. 
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longer and more complex, we would have expected larger differences in these 

two summary statistics if our respondents had experienced difficulty wit~ the 

subject area. 

9.4.5 Interviewer Debriefing 

After the completion of the data collection,* the project team conducted a 

debriefing session with the field interviewers and the field supervisor . This 

session, which fol lowed the precedent set in Oesvousges, Sff'.lith, and McGivney 

[ 1983], proved informative. One of the most encouraging dimensions of t he 

session was simply listening to the interviewers describe how they handled 

various questions that arose during their interviews. Without exception, the 

interviewers described solutions that were completely consistent with the goals 

and procedures for the survey: This was not self- serving behavior on their 

part because, frequently , the questions involved issues not explicitly covered 

in training. Their matter-of-fact delivery reinforced with concrete exarnples 

also suggested that their answers were rooted in experiences and not their 

imagination. This impression was shared by all members of the project t eam 

but was especially apparent to the team members who had not participated in 

the earlier training sessions. 

In addition, the session yielded important information about the interviews r 

the questionnaire, and the training. This information ranged from general 

impressions to detailed suggestions for improvements. General impressions 

included the following: 

Even though it was not easy for some respondents, both ver­
sions of the questionnaire "worked. 11 The interviewers ex­
pressed a slight preference for the ranking version as being 
easier to administer. 

The visual aids al I contributed to the success of the interview. 
Respondents tended to use them extensively. 

Respondents frequently expressed genuine gratitude to the 
interviewers at the end of the interview, often indicating that 
they "had not thought about these things quite like that 
before. 11 

The interview needed more interaction with respondents. 

*Technically, about 1 week remained for collection activities. 
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All the training activities were u seful, but the practice inter­
views and the intensive debriefings really made a difference. 
(Interviewers were almost unaminous on this point. ) 

Flipping through the visual aids in the job risk section was 
the most dreaded portion of the interview. The materials were 
too cumbersome. (This was noted in the pretest but the proj­
ect team did not have time to make the extensive changes that 
would have been required to make it work easier. ) 

The question asking for individuals to indicate a. distance that 
would assure a risk reduction (#F4. b.) was probably the least 
reliable question. 

Specific suggestions for improvement included the following: 

The colors on the risk ladder were a big plus. There were 
some questions about actual numbers, but most interviewers 
indicated that the ladder 11 usuall y worked 11 for purposes of this 
study. 

The introduction to the risk ci r cles needed more pointing/inter­
action with respondents. Some respondents would have pre­
ferred shorter explanations, but many found the explanation 
helpful . 

A smaller cleanup slice was needed on first part of payment 
vehicle card. An additional reminder of product prices would 
also have been an improvement, though the card did help : 

The circumstances card helped respondents keep the hypothet­
ical situation in mind. 

The presence of children in a family seemed to influence re­
sponses. (This was also noted with focus group participants. ) 

There were not many bid revisions, and where revisions did 
take place they went both ways rather than one way or the 
other. 

In the ranking version of the questionnaire, people frequently 
mentioned having their budgets in mind. Respondents seemed 
to separate highest and lowest first and then pick between the 
other two. 

Respondents' values for the question on intrinsic values were 
in addition to their earlier bids. 

Some respondents disliked the property rights reversal in Sec­
tion G of the questionnaire. Some may have had a hard time 
separating Section G from Section F. 
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People genuinely liked the housing distance/ risk reduction 
(Question H1. ) Several respondents indicated that this was an 
11 easier game to play. 11 

Respondents seemed to use metrics of 10 in answering distances 
question (H2). They f elt the responses were more ordinal than 
cardinal. 

In the wage risk section, some respondents expressed fairly 
large dol lar amounts that the interviewers thought were unrea ­
li stic. 

Card 1, which contained the list of common products and cor­
responding wastes, was the most effective card in the inter­
view. (Th is was also noted in the review of videotape sessions 
and focus groups.) 

9.5 SUMMARY 

This chapter has highlighted the sampling procedures and the administra­

tion of the contingent valuation survey. The key points in the chapter can 

be summarized as follows: 

The sample design called for a two-stage, stratified, clustered 
sample of economic reporting units in the suburban area around 
Boston. The two primary geographic strata consisted of the 
town of Acton and the remainder of the suburban Boston area. 

The sample size of 953 housing units yielded 609 interviews--9 
more than planned. The final sample was well distributed across 
the various versions of the questionnaire. 

The study rate, which includes enumeration and interview rates, 
was about 61 percent under conservative assumptions and about 
71 percent under more realistic assumptions. The interview 
rate was very satisfactory, with almost 85 percent of enumerated 
housing units completing the 54- minute (average ) questionnaire . 
Only three respondents broke off an interview after initiation. 

Certified mailing provided a cost-effective means of contacting 
difficult-to- reach respondents. 

Intensive interviewer t ra ining using in - person sessions, at home 
study, and practice interviews proved very successful. Inter ­
viewers strongly endorsed practice interviews supplemented by 
debriefing. 

The interviewer debriefi ng session yielded very encouraging 
information . Interviewers felt that the questionnaire worked 
and that the visual aids were effective . This session also pro­
vided pertinent suggestions for improving the questionnaire. 
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CHAPTER 10 

PROFILE: THE SURVEY AREA AND ITS POPULATION 

10.1 INTRODUCTION 

While there has been a growing awareness among the general public of 

the potential environmental problems associated with the disposal of hazar~ous 

wastes, it is not clear what level of information on these problems has been 

acquired by the average household. Contamination incidents such as those 

that occurred in Love Canal, New York, in Times Beach, Missouri, and, most 

recently, in Bhopal, India, have clearly heightened the attention given both 

to the production processes involving hazardous substances and to the prac ­

tices and procedures used for their disposal. However, from the perspective 

of the analysis of hou sehold behavior in t h ese circumstances, it is fair to sug­

gest that analysts do not have a full understanding of either the level of avail ­

able information or the public's perception of the prob lem. Consequently / an 

important aspect of th is chapter, which describes the features of the population 

in the area chosen for our contingent valuation study, is a discussion of the 

availability of information on hazardous wastes in the survey area and the per ­

ception of the risks of exposure to hazardous wastes in comparison to other 

risks faced by ind i vidual households in our sample . In addition to providing 

background for the results , this description also compares the features of our 

sample in relation to those of the overall population of the survey area. 

Throughout our conceptual analysis to this point, hazardous waste di s ­

posal practices have been described as imposing both risks of exposure and 

risks of death, if exposure occurs. Regulating these disposal practices deliv­

ers a risk reduction to house. As a result, it is also important to understand 

the know ledge, perceptions, and attitudes toward risk. Therefore, this chap­

ter also briefly highlights survey responses that are especially relevant to 

these issues. 
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10.2 GUIDE TO THE CHAPTER 

Section 10.3 of this chapter provides a brief description of the geographic 

area for the survey, an explanation of how and why it was chosen, and a brief 

socioeconomic profile of the target and sample populations. To characterize 

the available information on hazardous wastes in general and the experiences 

of area households in particular, Section 10.4 briefly examines a series of 

incidents involving hazardous wastes in on e survey-area town and reflects on 

the various reactions in the local population. Section 10. 5 focuses on our sam­

ple and describes respondent knowledge, perceptions, attitudes, and personal 

actions concerning hazardous wastes. Final ly, Section 10. 6 concludes the chap­

ter with a summary of its major points. 

10.3 THE SURVEY AREA AND POPULATION 

Th is section briefly describes the survey area and its population. In 

particular, after describing the geographi c area-- its character and its indus­

trial development--the following subsections describe how and why the area 

was chosen and offers a brief socioeconomic profile of both the overall popula­

tion in the survey area and our sample. 

10.3.1 The Survey Area 

The geographic area chosen for our contingent valuation survey was the 

greater Boston area--specifical ly, the Boston, Massachusetts, standard metro-

1;>olitan statistical area (SMSA), exclusive of the City of Boston itself. As 

shown in Figure 10-1, this target geographical area consists of more than 100 

smaller communities (i. e. , towns) of vary ing distances from Boston and of vary ­

ing population sizes. Many of these smaller communities have been absorbed 

by Boston as suburbs- - i. e., they are without any recent major industrial, com ­

mercial, or residentia l development that i s truly independent of the city, al ­

though many others are largely self-contained communities with their own in­

dustries. Irrespective of distinctions in the economic base, however , it should 

be acknowledged that many residents of these smaller communities commute to 

work in the Boston central business district. 

Historically, New England, and especia lly Boston, have been noted for 

several traditional industries- - fishing, merchant shipping, textiles , and the 

shoe industry. Due to a number of sociological and economic factors, however, 
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Figure 10-1. Survey area. 
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this industrial base has been consideral:51y broadened to include organic and 

inorgan ic chemicals manufacture and the microelectronics and other high tech­

nology industries, including f irms that specialize in the development and manu­

facture of computer hardware and software products.* Table 10-1, for exam­

ple, displays 1977 employment in selected key industries in Boston and several 

other large U.S. cities. The brief socioeconomic profile provided below seems 

to suggest that this broadening of Boston's industrial base, coupled with its 

considerable cultural, social, and educational resources, h_as helped to draw 

and retain a largely white, young , well-educated, reasonably well paid popula­

tion. 

There were three reasons for selecting the Boston SMSA for the survey. 

First, the role of hazardous wastes in economic decisionmaking through resi­

dential housing choices has been the subject of a detailed study by David 

Harrison (see Harrison (1983] and Harrison and Stock (1984]) as part of the 

U.S. Environmental Protection Agency (EPA) co-operative agreement with Har­

v ard University. It was recognized at the outset of this research that selec­

tion of th i s location offered an unusua l opportunity to compare the measured 

benefits associated with policies reducing the risks of exposure to hazardous 

wastes. In fact the Harrison work not only offered the potential opportunity 

fpr a comparison study similar to the Brookshire et al. [1982] and Smith, 

Desvousges, and Fisher (1984] studies, but also provided considerable back­

ground information on the nature of some specific contamination incidents in 

the area. 

Second, as discussed in Chapters 7 and 8, our research design called 

for the completion of 600 contingent valuation interviews with economic deci­

s jonmakers in local households. Obviously, successfully completing this many 

interviews at a resonab le per-interview cost required the selection of a target 

area with a relatively large- - and preferably compact--population. 

Third, the residents of the area have recently had substantial experience 

v.lith hazardous waste problems from contamination incidents. It may be, in 

f i ct , that the greater Boston area is the prototypical urban area in this re ­

*See Hekman (1980] for an interesting discussion of the historical evolu­
tion of the industrial base in New Eng land, with special reference to the tex­
tile industry. 
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TABLE 10-1. COMPOSITION OF 1977 CIV ILIAN LABOR 

FORCE FOR SELECTED U . S. CITIES 


1977 Civilian labor force ( percentage ) 

Wholesale and Professional and 
City Manufacturing retail trade related services 

Atlanta 

Boston 

Chicago 

Dallas 

Los Angeles 

New York 

New Orleans 

Philadelphi a 

San Francisco 

Seattle 

Washington, D.C. 

13.2 

14.3 

26.6 

18 . 7 

23.0 

17.4 

9.7 

20.9 

10 . 3 

16 . 4 

4 . 5 

20 . 1 23.2 

16.8 31.6 

18.6 20.1 

23.4 16 .8 

19.9 20.1 

18. 1 23.1 

21 .6 25. 1 

19.2 24.5 

19.9 23.0 

21. 1 25.8 

11.7 27.8 

Source: 	 County and City Data Book, U.S. Department of Commerce , Wash ing­
ton , D. C. , 1983. 
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spect. Its long and varied history of industrial development- -particularly with 

manufacturing industries whose production processes generate hazardous waste 

byproducts- - make it well suited for the study, especially since this long experi­

ence usually implies rather substantial and prolonged media coverage. Indeed, 

as indicated in Table 10-2, which summarizes news items taken from two Boston 

area newspapers, The Boston Globe and T he Acton Beacon, several different 

communities in the greater Boston area have experienced major problems with 

hazardous waste management. 

In summary, the greater Boston area was chosen as the location for this 

survey not only because it offered easy , cost-effective access to the numbers 

of respondents required by the experimental design, but also, and more impor­

tantly, because it offered the opportunity to develop a comparative analysis of 

alternative methods for measuring the values of hazardous waste policy and 

because it offered the chance to study an area whose residents have recently 

been forced to deal with the problems of hazardous wastes and who are there­

fore likely to be interested and well-informed on the problem. This last dimen­

$ion is quite important to our study, since , as implied by the reference oper­

ating conditions proposed by Cummings, Brookshire, and Schulze [1984], fam­

iliarity and experience with the circumstances involved in contingent valuation 

experiments may well be quite important to the ability of the method to elicit 

reasonably accurate valuation estimates. * 

10.3.2 Socioeconomic Profile 

As noted earlier, the social, cultural, educational, industrial, and economic 

opportunities offered by Boston and its surrounding communities have attracted 

a fairly well paid, predominantly white, young, and fairly well-educated popu­

lation. Based on the population information from the 1980 Census, Table 10- 3 

provides an economic and demographic comparison of the overall population 

and the sample we acquired. The two sets of descriptive statistics compare 

remarkably well because of the sample design. For example, based on 1984 

d ollars, the median income for the target population is $32, 723; the medium 

income of the sample is only slightly lower, at $32, 500. Similarly, the target 

*This is especially important in our case because the commodity being 
valued is a risk change. 
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TABLE 10-2. NEWS SUMMARY: GREATER BOSTON AREA COMMUNITIES 

EXPERIENCING PROBLEMS WITH HAZARDOUS WASTES 


Greater Boston 
community Date News i tem 

Woburn May 1979 State officials announce the discovery of 187 barrels of 
abandoned chemical wastes containing polyurethane resin. 

East Woburn May 1979 Two wells are shut down when tests reveal they have 
been con taminated w i th trichloroethylene. 

Danvers May 1979 Oi l spill at Danvers State Hospi tal leaks 2 , 500 gallons of 
oi l into brook . 

Lowell May 1979 Bankrupt owner of hazardous waste storage facility 
abandons 15,000 barrels containing several million gallons 
of chemicals . Fires and explosions ignite hundreds of 
barrels. 

K ingston March 1980 Several hundred barrels of abandoned toxic chemicals are 
d iscovered at rear of property by owner of trucki ng fi rm. 

Sommerville April 1980 Thousands of residents are affected by fumes from phos­
phorus trichloride spilled in a railway accident. 

Salem April 1980 State and local police raid a warehouse and confiscate 
350 cardboard and steel drums containing illegal.ly stored 
chemical wastes. 

Canton January 1981 State officials order removal of 40 barrels of polychlori ­
nated b iphenlys ( PCBs ) from farm site. 

Lowell February 1981 Based on complaints of fumes and noxious odors by resi­
dents, Federal, State, and local officials begin sampling 
wastes at a barrel and drum company. 

Middleborough July 1981 Junkyar d owner found in contempt for failing to clean up 
300 barrels of hazardous wastes buried on his property . 

Woburn October 1981 T hree Greater Boston communities appear on EPA li st of 
Ash land 114 priority hazardous waste locations. 
Tyngsborough 

Acton December 1982 Ten greater Boston area communities appear on EPA list 
Ashland of the nation's most dangerous chemical dump sites . 
Bridgewater 
·Groveland 
Holbrook 
Lowell 
Plymouth 
Tyngsborough 
Westborough 
Woburn 

Boxborough May 1983 City officials seek source of Clapp well contamination , 
contemplating lawsuit. 

Acton May 1983 State officials identi fy three communi t ies whose d rin k ing 
Boxborough water supplies are susceptible to contamination from local 
Bedford hazardous wastes . 

Source : 	 The Boston Globe, Boston, Massachusetts, 1979-1983; The Acton Beacon, Acton, 
Massachusetts, 1979-1983. 
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TABLE 10- 3. CHARACTERISTICS OF THE TARGET 

POPULATION AND THE SAMPLE 


Target 
Characteri stic population

a 
Sample 

Income 
Median 
Per capita 

Race 
Percent white 

Age
c 

Median years 
Percent 65 years or over 

Sex 
Percent male 

Educationd 
Median school year completed 
Percent high school graduates 
Percent college graduates 

Family status 
Percent singlee 
Percent of households with children 

less than 18 years old 

Persons per household 


Mobility 
Percent living at the same address 

for the last 5 years 

Labor force participatione 
Male 
Female 

b
$32,723b 
$11,447 

97.0 

39.4 
12. 0 

46.6 

12. 9 
79.4 
25.8 

32.6 
48.4 

2.8 

63.0 

78.0 
54.2 

$32,500 
$12,185 

97.2 

42.5 
17.2 

39.2 

14.0 
89.2 
38 . 3 

35.9 
36.0 

2.7 

73.3 

78.4 
63.3 

Source: 	 1980 Census of Population and Housing, U.S. Department of 
Commerce, Bureau of the Census , Washington, D.C., 1982. 

aThe target population is defined as individuals within the Boston SMSA and 
outside the city of Boston. All values for the target population are derived 
from the 1980 Census of Population and Housing. 

b
These Census data values were converted from reported 1979 dollars to 1984 
dollars using the GNP implicit price deflater . 

cThese populations include only those individuals more than 17 years old. 

dl"fhese populations include only those individual s more than 25 years old. 

eAs the Census data uses include individuals more than 15 and the survey was 
administered to those 18 years or over, these populations are not identical. 

10-8 



and sample are primarily white and young: While the target population is 

97 percent white, has a median age of 39. 4 years, and is only 12 percent 65 

years old and over, the sample is 97. 2 percent white, has a slightly hipher 

median age, 42.5 years, and is slightly more than 17 percent 65 years old and 

over. The largest discrepancy between the target and the sample arises in 

comparing sex composition. Both are less than 50 percent male, with the tar­

get population at 46.6 percent and the sample at 39.2 percent. 

The target population and sample exhibit fairly high levels of educat ion, 

though the sample is slightly more well educated. Specifically, while the tar­

get population has on average completed nearly 13 years of school and has 

graduated from high school more than 79 percent of the time and from coflege 

almost 26 percent of the time, the sample has on average completed 14 years 

of school and has graduated from high school almost 90 percent of the !time 

and from college more than 38 percent of the time. The sample has slightly 

more single persons than t he target population (35. 9 versus 32. 6 percent) and 

has fewer children less than 18 years old than the target population (36.0 ver­

sus 48. 4 percent). Somewhat surprisingly in view of these other family status 

statistics , however, the sample and target population have virtually identical 

family sizes--2. 7 and 2. 8, respectively. Finally, the sample has been living 

at the same address longer than the target population (73. 3 versus 63 . 0 per­

cent, respectively) and has a greater number of female workers (63. 3 versus 

54. 2 percent, respectively) in its labor force. 

10.4 A SURVEY FOCUS: HAZARDOUS WASTES IN ACTON 

The experimental design of our survey deliberately called for oversampling 

in a single community in the Boston SMSA--Acton, a small town of approximate­

ly 19, 000 people about 45 minutes northwest of the City of Boston. The deci­

sion to oversample in Acton was made for several reasons. First, one compo­

nent of the Harvard University study [Harrison, 1983; Harrison and Stock , 

1984] mentioned earlier had already developed detailed analyses of the conse­

quences of recent contamination incidents in Acton, including a risk assess­

ment, an evaluation of household and community averting costs, and the appli­

cation of an area-wi de hedonic property value model. Thus, since an important 

objective of our study was to develop information that could enable a compara­
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tive analysis of estimates from a variety of benefits measurement approaches, 

we felt detailed contingent valuation estimates for Acton were necessary. Sec­

ond, and equal l y important, the experience in Acton is itself quite interesting. 

As shown in Table 10-4, Acton has over a decade of experience with hazardous 

wast e problems. It is therefore reasonable to expect that local households will 

iiave considerable familiarity with the issues encompassed by these kinds of 

problems. This prior knowledge shou ld facilitate the process of communicating 

the contingent valuation questions. It has, as we have noted throughout the 

report, been argued to be an important factor in determining the plausibi Iity 

of contingent va luation estimates in past studies (see Cummings, Brookshire, 

and Schulze (1984]). 

Although Acton i s in many respects primarily a bedroom community whose 

residents, predominantly professionals and ski Iled technicians, commute to work 

in Boston or in the high-technology companies that have sprung up in other 

larger communities around it, the town has experienced more serious environ ­

ment al pollution and hazardous waste contamination incidents than most towns 

wi th considerably greater industrial development. In 1982, in fact, EPA l isted 

Acton as the site of one of the nation's most dangerous chemical dump sites , 

and , in 1983, that dump was listed as one of 38 top priority sites eligible for 

cleanup under the 11 Superfund 11 Act. 

Given Acton's small size and relatively modest industrial development , it 

is not surprising that its major environmental / hazardous wastes contamination 

problems are almost synonymous with those of its largest industrial resident--a 

large chemical firm that has operated a battery separator plant and variously 

manufactured organic chemicals, synthetic rubber , and plasticizers in Acton 

since 1945. Based on news items that appeared in the local newspaper, The 

Acton Beacon, Table 10- 4 summarizes the history of major environmental and 

hazardous waste contamination incidents in Acton during the last 15 years. 

As shown in T able 10- 4 , Acton ex perienced five major incidents involving 

hazardous and/ or toxic substances during the past 15 years- - all related di­

rectly or indirectly to operations at the chemicals plant.* The most important 

*I t should be noted that Acton has also experienced environmental pollution 
aTd hazardous waste contamination incidents that are not related to operations 
al the chemica l plant. However, none of these had the impact of the five inci­
dents listed in the table. 
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TABLE 10-4. SUMMARY OF MAJOR ENVIRONMENTAL POLLUT ION AND HAZARDOUS WASTE 
CONTAMINATION EPISODES IN ACTON 

Date Contaminant Description of incident(s) 

1973 to 1978 Organ ic chemicals 

November-December 1978 Organic chemicals 

August 1981 Styrene 
..... 
0 

I ..... ..... 

August 1982 Oil 

January 1983 Hexane 

Acton residents repeat edly complain of chem­
ical odors, paint peeli n g from houses, an d 
eff ects on vegetation. Local chemical plant 
institutes odor screening program in 1973 
and extends it in 1974 and aga in in 1977. 
Company denies in 1978 that odors resul t 
from plant chemical emissions. 

A c ton Water Supply District detects sever al 
organic chemicals in two municipal water 
supply wells and shuts them down immedi ­
ately , d ecreas ing t he Act on municipa l water 
supply by 35 to 40 percent. 

Fumes leak from an underground storage 
tank at local chemical company, requiring 
an emergency evacuation of 100 Acton and 
400 Concord residents . 

Oi l (6,500 gallons) leaks from an under­
ground storage tank at local chemical com­
pany, risking con tamination of Sin king Pond 
Aquifer. Test wells show oil reaches depths 
of 14 t o 40 'feet. 

Hexane ( 1 ,400 gallons) l~ak is discovered 
in an u nderground st orage tank at local 
chemical company. Leak actually occurred 
in November 1982. Eventually, hexane 
dilutes oil spilled in ear l ier inc ident, further 
risking cont amination of aquifer. 

Source : The A cton Beacon, Acton, Massachusetts, 1973- 1983. 



of these incidents is the water supply contamination that occurred in November­

December 1978, which involved the contamination of the water in two municipal 

wells that constituted 40 percent of Acton' s water supply. A year - long hydro­

geologic study in 1979 concluded that the aquifer supplying the two wells, the 

Sinking Pond Aquifer, had been contaminated by liquid wastes from two chem­

ical company lagoons and a landfill located 2,500 to 3 , 000 feet north of the 

two municipal wells, Assabet No. 1 and No. 2. This study also ident if ied a 

contamination plume with chlorinated hydrocarbon concentrations as high as 

10,000 ppb within 1,000 feet of Assabet well No. 2. 

While the loss of 40 percent of a muni c ipal water supply is a serious dis ­

ruption, the other long-term consequences of this major hazardous waste con­

tamination incident may well prove to be more serious. Primary among these 

were the questions that quite naturally arose concerning the condition of the 

town ' s remaining water supply and its susceptibility to future contamination 

incidents. In addition, this incident raised questions as to the chemical com­

pany's ability to manage its operations--and its hazardous waste byproducts--in 

a manner that would ensure the health and safety of the citizens of Acton. 

Perhaps most important of all, the long-term implications of the potential health 

effects of exposure to the six contaminants identified in the two municipal wells 

are unclear. Table 10-5 lists these contaminants along with their potential 

health effects. A l though no data have yet shown that any Acton resident has 

ex perienced any of these health effects as a direct result of the water supply 

contamination in 1978, the long latency per iods associated especiall y with car­

cinogens leave the ultimate impact of the contamination incident an open ques­

t ion . 

Several aspects of Acton's contamination incidents are especially relevant 

to the objectives of our research: (1) t he sources and types of information 

provided on the first undertaking and three subsequent contamination episodes, 

(2) the nature and types of activities the citizens who responded to these inci­

dents , and ( 3 ) t he actions taken by local government in response to the prob ­

li ms posed by the incidents. It is difficult to reconstruct specific events that 

J ou Id answer all the questions related to these areas. However, in an effort 

t J develop a better understanding of the events that surrounded these contam-:­

ination episodes and how residents learned and responded, we undertook a 
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TABLE 10-5. CONTAMINANTS FOUND IN ACTON WATER SUPPLY 

AND THEIR POTENTIAL HEA LTH EFFECTS 


Contaminant Potential health effect( s ) 

Trich loroethylene 

Di ch loroethane 

Dichloromethane 

Trichloromethane 

Ethylbenzene 

Benzene 

Suspected carcinogen 
Neurological effects - -dizziness, loss of 
appetite , loss of motor coordination 
Causes cell mutation and liver damage 

Suspected carcinogen 
Central nervous system ·damage 
Liver damage 
Kidney damage 

Central nervous system damage 

Carcinogen 
Central nervous syst em damage 
Blood chemistry effects 
Kidney damage 
Liver damage 
Heart damage 

Suspected carcinogen 

Carcinogen 
Blood chemistry effects 
Fatigue 
Anorexia 
Centr al nervou s system d isorders 
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search of 6 years of news items reported in The Boston Globe and The Acton 

Beacon. Composed of summaries of these n ews items, Tables E- 1 through E-3 

in Appendix E present the results of ou r search by describing the chronology 

of events in three ways. Table E-1 describes the nature of the information 

available, specifically from October 1978 to May 1983; Table E-2 highlights this 

information as well as additional sources of the record of community responses 

to the incidents over the same approximate time span; and Table E-3 describes 

the actions taken by the local Acton town government. Because a substantial 

overlap among these three sets of information is almost inevitable, each dimen­

s ion of these three int errelated issues is not discussed in detail. Rather, we 

summarize the most important elements t hat appear to characteri'ze each. 

Based on the summary information in A ppendix E, it appears fair to con ­

c lude that the local news coverage was excellent . Indeed, the public had con­

tinua l and immediate access to substantial amounts of polit ical , t echnical , and 

other factua l information concerning hazardous wastes in general and their 

water su pp ly and other w aste contaminat ion problems in particular. In addi ­

t ion, t he public had other important sources of public information, including 

the reports released after several hydrogeologic studies of the contaminated 

Sinking Pond Aquifer and the information assembled and dissiminated by vari­

ous citizens grou ps , such as t he Acton League of Women Voters ( LWV). The 

avai labil ity of all these studies and other information sources was also reported 

it'l The Acton Beacon. T he following summary lists the most important sources 

9nd types of publ i c information available to Acton residents during the hazard ­

ous waste contamination controversy: 

Newspaper coverage--The Acton Beacon and The Boston G lobe 
together covered the f ull range of events surrounding the con­
taminat ion incidents in Acton as well as their implications for 
Acton and the larger greater Boston community. Part icularl y 
important is the appearance of a 11 water 11 col umn in The Acton 
Beacon to provide public information on water-related i ssues on 
a regular basis . 

Technical Reports--Several different studies by several differ­
ent engineering consulting firms were commissioned by Acton, 
the chemical company, and others--all resulting i t detailed tech­
nical information on the incidents and their impI ications. 
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Public Meetings--Several different forums for public discussibns 
existed during the incidents, including meetings of local con ­
cerned citizen groups and public meetings of the Acton Board 
of Selectmen (ABS) and others. 

Publications of Environmental Groups--Several different envir­
onmental groups--including the Audubon Society and the Sierra 
Club--published accounts of the incidents in Acton and their 
implications for the local citizenry and for hazardous waste man­
agement generally. 

Pamphlets--The Acton League of Women Voters pub.lished several 
pamphlets on the history of the incidents and on w ays to cope 
with their effects. 

Based, once again, on the new items summarized in Appendix E, the citi­

zens of Acton reacted quickly to protect themselves and to monitor the actions 

being taken both by the chemical company and by the local governme11t to 

address the problems posed by t he contamination incidents. In partictJ la r, 

the Thoreau Group (a local Sierra Club chapter), the Acton Committee for 

Environmental Safety (ACES), the Metropolitan Area Planning Council (MAPC), 

the Acton League of Women Voters ( LWV), the Water Land Management Advi s­

ory Committee (WLMAC), the Citizens Association for Preservation of the Envi­

ronment ( CAPE), the West Concord Citizens (WCC), the Concerned Citizens 

Coalition of Billerica (CCC), and numerous individual Acton c itizens took the 

fol lowing specific actions: 

Speaking to each other and to town government officials ( e.g., 
the ABS) about the planned chemicals company plant expansion 
and the contamination incidents. 

Submitting citizen petitions on contamination to the town 
government. 

Joining in on the suit filed against the chemical company by 
EPA and others. 

Gathering, organizing, and distributing information on contami­
nation and mitigation strategies. 

Ensuring large turnouts at ABS meetings on contamination prob­
lems. 

Seeking reimbursement from chemical company of evacuation 
costs due to contamination. 

10-15 



Questioning ABS on delays in chemical company actions to com­

ply with the Consent Decree. 


Serving on the Techn ical Advisory Committee (TAC) appointed 

by ABS to review materials on contamination incidents. 


Supporting each other in position of mutual interest against 

the chemical company or ABS. 


Pressing for a "Hazardous Waste Day," during which hazardous 

household products could be collected. 


Finally, also based on the news items summarized in Appendix E, the town 

government acted quickly and repeated ly to protect its citizenry and to address 

t he problems posed by the contamination incidents. In particular , specific 

actions by the Acton Water Supply District (AWSD) and the Acton Board of 

Selectmen (ABS) include the following: 

Identifying the wel I contamination and its contaminants 

Closing the contaminated wells 

Demanding the chemica l company fund a hydrogeologic study 

Controlling local water use through bans 

Investigating and reporting on mitigation strategies for the con­
tamination 

Appropriating funds for technical studies by the town 

Fi li ng suit against the chemical company 

Locating and tapping additional water supply sources from sur­
rounding communities 

Inspecting the chemical company plant site and forcing it to 
comply with State and local requirements 

Meeting with and critiquing the action of Federal environmental 
protection personnel 

Meeting wi th and criticizing the actions of chemical company 
officials. 

10.5 	 RESPONDENT KNOWLEDGE AND PERCEPTIONS OF HAZARDOUS 
WASTES AND THEIR RISKS 

This section describes respondent knowledge, perceptions, and attitudes 

concerning hazardous wastes and the risk(s) associated with them. Specific­
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ally, it summarizes what respondents knew about haza.rdous wastes, how they 

had learned it, how serious they t hought the problem was, how they percJ ived 

their risks from it in relation to other sources of environmental pollu t ion , 

whether they had taken any action to try to mitigate that risk, and, finj ll~, 

how effective they thought the government and other organizations we 11e in 

dealing with the hazardous waste problem. 

10. 5. 1 Respondent Knowledge 

Tables 10-6 , 10-7, and 10-8 describe how many respondents had recently 

read or heard about hazardous wastes in the media, the frequency with which 

they had read or heard about them, and the subject geographic area of the 

information they had read or heard about, respectively. As shown in Table 

10-6, 551 respondents, 90. 6 percent of the sample, had recently read or h~ard 

about hazardous wastes in the media, while only 57 respondents , or 9.4 per ­

cent, had not. In addition, although nearly 40 percent of the respondents 

did not know on how many occasions they had heard or read about hazar&ous 

wates, most did know. Table 10-7 summarizes these results, showing that 10 

percent indicated a frequency of 1 time; 2 percent, 2 to 5 times; 29 percent, 

6 to 10 times; and 20 percent, 11 times or more. As indicated in Table 10-8, 

most respondents, 74 percent, said that the geographical area associated with 

the hazardous waste information they had recently read or heard about was 

their own state; nearly 40 percent said it concerned their own town; . an(:! 67 

percent said the information concerned the entire nation. Therefore, it 

appears that the survey respondents had almost invariably read or heard about 

hazardous wastes in the recent past; t hat most of the respondents had read 

or heard about them on 6 or more occasions; and that most of the respondents 

saw or heard about information concerning their own state or town. 

10. 5. 2 Respondent Perceptions 

This section summarizes how serious an environmental problem the survey 

respondents thought hazardous wastes were and how effective they thought 

various organizations-- Federal, State, and local governments and other organi­

zations- -were in dealing with the problem. It should be noted that we elicited 

these ratings from the respondents by using a scale card that we explained 

should be used to provide a basis for scaling the issue addressed. Thus, 
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TABLE 10-6 . NUMBER AND PERCENTAGE OF TOTAL 

RESPONDENTS WHO HAD RECENTLY READ OR 


HEARD ABOUT HAZARDOUS WASTES 


Status 

Respondents 

Number Percent
a 

Had read or heard about 
hazardous wastes 

551 90.6 

Had not read or 
about hazardous 

heard 
wastes 

57 9.4 

111 don't know 11 b 
4 

a 11 Percent" column may not total 100 due to rounding. 

11 IbRespondents giving don't know 11 answers are excluded from 
the population from which percentages are calculated. 

TABLE 10-7. FREQUENCY WITH WHICH RESPONDENTS HAD 

RECENTLY READ OR HEARD ABOUT 


HAZARDOUS WASTES 


Respondents 

Frequency Number Percent
a 

1 time 57 . 9.6 

2 to 5 times 12 2.0 

6 to 10 times 171 28.7 

11 times or more 119 20.0 

Don't know how many times 236 39.6 

No answer 
b 

17 

a 11 Percent11 column may not total 100 due to rounding. 

11 Ib Respondents giving don't know 11 answers are excluded from 
the population from which percentages are calculated. 
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TABLE 10-8 . SUBJECT OF HAZARDOUS WASTE 

INFORMATION RECENTLY READ OR HEARD 


BY RESPONDENTS 


Respondents
a 

Frequency Number Percent 

39.9 

Respondent's state 453 74.0 

Entire nation 414 67.6 

Respondent's town 244 

aColumns do not total because the 11 subjects 11 are not mutually 
exclusive--i .e., because the information read or heard by 
respondents could concern some combination, or all three, of 
the subject areas. 
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the numerical values reported in the following two subsections are intended to 

provide an index of the degree of harm associated with hazardous wastes or 

the degree of effectiveness of the governmental unit, r e spectively. 

Severity of the Problem 

Table 10- 9 displays respondent ratings of the degree of harm posed by 

pollution from eight current environmenta l probl ems, incl uding hazardous 

wastes. As shown in the table, respondent perceptions ~f the harm of the 

eight environmental problems is fairly evenly distributed, with a few impor ­

tant exceptions at each end of the sca le of ha r m. Specifical ly, 79 percent, 

considered pollution from strip mining "not harmful, 11 while 40 percent thought 

that pol lution from nuclear and ot her radioactive wastes is "not harmful. 11 

However , per haps because of t heir recent and, for the most part, frequent 

encounters with information on hazardous wastes, 18 percent of the respond­

ents felt that pollution from hazardous waste is "very harmful. 11 In addition, 

respondents clearly felt most pollution sources - -e. g., sewage, nuclear wastes, 

acid rain, strip mining --are less harmfu l than hazardous wastes. 

Especially interesting for our case and for the likely performance of con­

t ingent valuation questions involving the risks of exposure to hazardous wastes 

are the numbers of 11 I don't know" answers given b y respondents for each of 

the eight pollution sources. In particular , as shown in Table 10- 9, only 27 

respondents did not know how to rate the relative harm of pollution from haz­

ardous wastes, 'compa red to 36 for sewage, 66 for nuclear wastes, 76 for acid 

rain, and 94 for strip mining. On ly automobiles, manufacturing, and solid 

wastes had fewer 11 I don 1t know" answers than hazardous wastes. Given the 

detailed information that has been provided in this area over the past 6 years, 

this enhanced degree of knowledge concerning hazardou s wastes is not surpris­

ing. 

Organizational Effectiveness 

Tab le 10-10 summarizes the respondent effectiveness ratings of six key 

t y pes of organizations that have responsibilities for dealing with hazardous 

wastes, including Federal, State, and local governments, local water districts, 

a r d both waste-producing an d waste-disposal f irms. Based on this information I 

few respondents rated any of these organizations as "very effective." Local 
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TABLE 10-9 . RESPONDENT HARMFULNESS RATINGS OF ENVIRONMENTAL POLLUTION SOURC ES 
~- a

Number and eercentage of total reseondents b~ eollution sources 

Automobiles Manufacturing Solid wastes Sewage Nuclear wastes Hazardous wastes Acid rain Strie minin9
Degree of 
harmfulness Number Percent Number Percent Number Percent Number Percent Number Percent Number Percen t Number Percent Number Percent 

Not harmful 1 21 3.5 11 3 19 .0 91 15.2 121 21.0 222 40.7 112 19.2 '107 20.0 411 79.3 

2 31 5 . 1 60 ·10 .1 84 14 . 0 62 10.8 78 14 . 3 49 8.4 26 4.9 29 5.6 ' 

3 57 9.4 52 8.7 88 14 . 7 65 11.3 36 6 . 6 49 8 . 4 37 6.9 14 2.7 

4 64 10. 6 45 7 . 6 62 10.3 SS 9.6 25 4. 6 35 6.0 40 7 . 5 9 1. 7 

5 111 18. 3 64 10 . 7 78 13.0 73 12. 7 36 6.6 45 7 . 7 60 11.2 19 3 .7 

6 67 11 . 1 49 8 . 2 56 9.3 43 7.5 13 2.4 42 7. 2 40 7 . 5 10 1. 9 

7 73 12.0 49 8.2 48 8 .0 39 6.8 26 4.8 51 8.7 so 9.3 7 1. 4 

8 70 11 .6 S2 8.7 43 7 .2 47 8 .2 19 3.S 58 9.9 61 11.4 10 1. 9 

9 3S 5 . 8 39 6.S 17 2.8 21 3.6 17 3. 1 38 6.S 42 7.8 ·1 0.2 

0 
Very harmful 10 77 12.7 73 12.2 33 s.s so 8.7 74 13.6 106 18 .1 73 13 .6 8 1.S 

N__. 
11 1 don't know"b 6 - 16 12 - 36 66 - 27 76 94 

a"Percenl" columns may not total 100 due to rounding. 


bRespondents giving "I don' t know" answers are excluded from the population from which percentages are calculated. 




TABLE 10-10 . RESPONDENT EFFECTIVENESS RATINGS OF ORGA NIZAT IONS THAT DEAL WITH HAZA RDOUS WASTES 

Number an d Eercentage of total reseondents b~ rated organization a 

Federal State Loc al Local Waste- Waste-

Degree of government government government water district generating firms diseosal f irms 

effectiveness Numbe r Percent Number Percent Number Percent Number Percent Number Percent Number Percent 

Not effective 1 69 11 .9 37 6.6 46 8.8 45 9.0 92 18.2 75 18.0 

2 59 10.2 51 9.0 35 6.7 24 4.8 83 16.4 57 13.7 

3 90 15.6 75 13.3 47 9.0 27 5.4 78 15.4 61 14 .6 

4 87 15.1 84 14 .9 52 9.9 34 6.8 65 12.9 49 11.8 

5 123 21 .3 133 23.6 91 17 . 4 80 16 .0 86 17 .o 60 14 . 4 

6 59 10.2 71 12 . 6 42 8.0 44 8 . 8 35 6.9 36 8 .6 

7 42 7.3 64 11. 3 70 13 . 4 55 11.0 29 5.7 38 9. 1 

8 34 5.9 31 5.5 76 14 .5 89 17.7 22 4.4 20 4 .8 
9 
N 
N 

9 4 0 .7 8 1.4 38 7 .3 45 9 . 0 6 1.2 13 3. 1 

Very effective 10 11 1. 9 10 1 . 8 27 5.2 59 11 .8 9 1 . 8 8 1 . 9 

"I don't know"b - 34 - 48 - 88 - 110 - 107 - 195 

a"Percent" columns may not total 100 due to rounding . 


bRespon dents giving "I don't know" answers are e x.eluded from the population from which percentages are calculated. 




water districts received the greatest number of high ratings (59 "very effec­

tive" ratings, or 11.8 percent of all respondents who rated the water districts ) , 

and four of the five remaining organizations are approximately compara lie in 

their small number of "very effective" ratings (between 8 and 10, for 1.8 to 

1. 9 percent of all respondents who rated those organizations). On the other 

hand, few respondents (from 7 to 11 percent) rated any of the organizations 

as "not effective," although approximately twice as many (about 18 peri;:ent) 

rated waste-generating and waste-disposal firms as "not effective. 11 Respond­

ents gave ratings of five on the effectivness scale of 1 to 10 more often than 

any other rating for all the organizations but one-- local water districts. Con ­

sistent with the "very effective" rating results reported earlier, respondents 

who rated the local water districts gave them more ratings of 8 on the scale 

of 1 to 10 than any other rating and also gave them more ratings of 6 and 

higher. 

It is also interesting to note the varying numbers of respondents who 
11 Ianswered don't know" in response to the request to rate each of the six 

types of organizations. For example, 34 respondents declined to rate the effec­

tiveness of the Federal government, 48 declined to rate their State government, 

88 declined to rate their local government, 110 declined to rate their local water 

district, 107 declined to rate waste-generating firms, and 195 dec lined to rate 

waste disposal firms. 

10. 5. 3 Respondent Awareness of Risk 

Focusing on comparisons of annual risks of death from a variet\; of 

sources, on the levels of risk associated with various hazardous waste expos­

ure pathways, and on specific Ii kely causes of death, this section summarizes 

the extent to which respondents were aware of their actual risks of exposure 

to hazardous wastes and the health effects that might be associated with that 

exposure. 

Annual Risks of Death 

Table 10-11 reports how respondents' perceptions of their annual risk of 

death from exposure to hazardous wastes compare to their annual risks of death 

as a result of an automobile accident, heart disease, and exposure to air pollu­

tion. These data were collected from the respondents using a risk ladder that 
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TABLE 10-11. RESPONDENT -RELATED ANNUAL RISKS OF DEATH FROM SELECTED 

CAUS ES USING RISK LADDER 


Number and eercentage of total reseondents b}::'. cause of deatha 

Annual 
Anchor from 

risk of death 
Chance of death 

Automobile 
accident Heart disease Air eollution 

Hazardous 
wastes 

risk ladder in 100,000 Number Percent Number Percent Number Percent Number Percent 

Flood 0.05 53 8.8 159 26.2 223 36.9 191 31. 7 

Poisoning 0.6 40 6.6 99 16.3 120 19.9 123 20.4 

Airplane 0.8 56 9.3 60 9.9 56 9.2 57 9.5 

Home fire 2.8 72 11.9 S4 8 .9 54 8 .9 SS 9. 1 

Insurance agent 4.0 46 7.6 33 S.4 32 S.3 40 6.6 

Banker 6.0 42 7.0 25 4 . 1 27 4.5 41 6.8 

Home accident 11.0 92 15.2 22 3.6 22 3.6 24 4.0 

0 
N 

Diabetes 1S. 1 32 S.3 17 2.8 10 1. 7 15 2.S 

J:>. Police 22.0 28 4.6 14 2.3 12 2.0 s 0.8 

Homebuilder 47.0 49 8.1 17 2.8 16 2.6 17 2.8 

Stroke 77.0 29 4.8 6S 10. 7 8 1. 3 11 1 .8 

Truckdriver 99.0 39 6.5 11 1. 8 9 1.S 12 2.0 

Skydiver 200 . 0 11 1 . 8 3 o.s 0 0 .0 1 0.2 

Smoker 300.0 7 1 .2 21 3.S 12 2.0 9 1.5 

Stuntman 2,000.0 8 1.3 7 1.2 3 0.5 2 0.3 

" I don't know"b - 8 - s - 8 - . 9 

a" Percent" columns may not total 100 due to rounding . 


bRespondents giving "I don't know" answers are excluded from the population from which percentages are calculated. 




was developed in the focus group sessions (see Chapter 8). Figure 10- 2 pre­

sents the ladder.* 

In general, respondents who did not decline to answer the question s rated 

their chances of dying from hazardous waste exposure as cons iderably r ore 

remote than that of dying as a r esult of heart disease or of an automobile acci­

dent. t Almost 32 percent (191) of the respondents selected the most remote 

possibility - -0.05 chance in 100,000 (the same as the chance everyone fac j5 of 

dying in a flood)- - as their own risk of dying during the next yea r as a result 

of exposure to hazardous wastes. Only air pollution was selected by more re­

spondents--223, or approximately 37 percent- - as the most remote cause of d eath 

possible. Also as shown in the table, another 123 respondents (a little more 

than 20 percent) selected the second most remote possibility- - 0.6 chande in 

100,000 (the same as the chance everyone faces of dying of poi soning ) --as 

their risk of dying doing the next year as a result of exposure to hazardous 

wastes . Approximately the same number of respondents - -120, or nearly 20 per­

cent- -chose air poll ution exposure as the second most remote cause of death 

possible. 

In contrast to the annual risk resul ts for hazardous waste exposure, many 

fewer respondents considered their chances of dying as a result of an auto­

mobile accident or as a result of heart disease so remote. Only 53 respondents 

(or not quite 9 percent) selected the most unlikely possibility (0.05 chande in 

100,000) as their annual chance of dying as a result of an automobile accident. 

Exposure Risks by Exposure Pathway 

Table 10- 12 summarizes respondent perceptions of the various levels of 

their risk of exposure to hazardous wastes for five different exposure path­

ways- - drinking wat er, breath ing air, touching soil, eating food , and eating 

fish (from contaminated waters). The respondents generally felt themselves 

more at risk for hazardous waste exposure through drinking water, breathing 

air , and eating fish than through touching soil or eating foods other than fish. 

*The actual form of the ladder used in the interviews identified the $eg­
ments of the ladder with different colors. 

tA small number of respondents declined to rate their risk of dying in 
each category. 
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Figure 10-2. Final version of risk ladder incorporating 
suggestions from participants. 
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TABLE 10-12. RESPONDENT-RATED CHANGES OF EXPOSURE THROUGH 

TYPICAL EXPOSURE PATHWAYS 


Number and percentage of total respondents by exposure pathwaya 

Drinking water Breathing air Touching soil Eating food Eating fish
Chance 

of exposure Number Percent Number Percent Number Percent Number Percent Number Percent 

No chance at al I 1 116 19.4 50 8.2 190 31.9 80 13.5 74 12.3 

2 61 10. 1 48 7.9 105 17.6 54 9.1 39 6.5 

3 49 8.2 57 9.4 73 12.3 52 8.8 37 6.2 

4 41 6.8 46 7.6 42 7 . 1 47 7 .9 38 6.3 

5 55 9.2 85 14.0 58 9.7 90 15.2 81 13.5 

..... 
0 
I 

N 
-....J 

6 

7 

33 

19 

5.5 

3.2 

38 

47 

6.3 

7.7 

29 

33 

4.9 

5.6 

51 

41 

8.6 

6.9 

49 

49 

8.2 

8.2 

8 55 9.2 63 10.4 17 2.9 62 10.5 85 14.2 

9 29 4.8 30 4.9 7 1. 2 27 4.6 33 5.5 

Certain exposure 

b11 I don't know" 

10 141 

13 

23.5 144 

4 

23.7 41 

17 

6.9 88 

20 

14. 9 115 

12 

19.2 

a
"Number" columns exclude respondents who answered "I don't know." "Percent" columns may not total 100 due 
to rounding. 

bRespondents giving 11 I don't know" answers are excluded from the population from which percentages are 
calculated. 



Indeed, 141 respondents, or more than 23 percent, felt that they risked "cer­

ta in exposure 11 through drinking water; 144 respondents (nearly 24 percent) 

felt they risked certain exposure through breathing air; and 115 respondents 

(or more than 19 percent) felt they risked certain exposure through eating 

contaminated fish. 

The varying numbers of respondents who answered 11 1 don 1t know 11 may 

indicate their knowledge of the various exposure pathways, or at least their 

level of confidence in their knowledge. For example , that ·fewer respondents 

declined to rate their exposure risk fo r drinking water, breathing air, and 

eating fish (13, 4, and 12, respectively) than declined to rate their exposure 

risk for touching soil (17) or eating food (20). 

Likely Causes of Death From Exposure 

Table 10-13 summarizes the causes of death that respondents had in mind 

when they responded to the contingent valuation questions for reductions in 

treir risks of exposure to hazardous wastes . As shown in the table, most 

respondents (nearly 54 percent ) indicated that they had no specific cause of 

death in mind. However, of the remaining respondents, 226 indicated that 

they believed cancer to be the health effec t that would result from exposure , 

and 27 indicated they had either lung disease or leukemia in mind. These 

findin gs , together with the fact that only 14 respondents answered 11 1 don 1t 

know, 11 indicate that a large number of respondents (nearly half) had definite 

i<;ieas about the potential health effects of hazardous waste exposure when they 

responded to the valuation questions assoc iated with reducing their exposure 

risks. 

10.5 .4 Respondent Actions to Reduce Risks 

Finally, Tables 10-14~ 10-15, 10-16, and 10-17 provide a summary of sev­

eral types of respondent action to reduce their risk of exposure to hazardous 

wastes. Table 10-14 provides a kind of overview of the then current respond­

e(lt actions. Only 1 respondent (0.2 percent of the tota l surveyed population) 

Was taking no action whatsoever. However , 41 respondents (nearly 7 percent ) 

were using water filters; 175 (or nearly 29 percent) were using bottled water; 

and 48 (or nearly 8 percent ) were attending public meetings. Table 10- 15 

reports total respondent expenditures for water filters during the last 5 years. 
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TABLE 10~13. NUMBER AND PERCENTAGE OF TOTAL 

RESPONDENTS WITH PARTICULAR CAUSE OF DEATH 


IN MIND , FOR WILLINGNESS - TO-PAY BID 


Number and percentage 
of total resf2ondents 

Cause of death Number Percenta 

None 321 53.7 

Cancer 226 37 . 8 

Lung disease 10 1. 7 

Lukemia 17 2.8 

Poisoning 4 0 . 7 

All others 20 3.3 

"I don't know"b 14 

a 11 Percent11 column may not total 100 due to rounding. 

bRespondents giving 11 I don't know" answers are excluded from 
the population from which percentages are calculated. 

TABLE 10-14. CURRENT RESPONDENT ACTIONS TO REDUCE 
RISK OF EXPOSURE TO HAZARDOUS WASTES 

Action 

Number and percentage 
of total resf2ondents 

Number Percent 

None 1 0.2 

Using water filters 41 6.7 

Using bottled water 175 28.6 

Attending public meetings 48 7.8 
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TABLE 10- 15. TOTAL RESPONDENT EXPENDITURES 

ON WATER FILTERS DURING LAST 5 YEARS 


Number and percentage 

of respondents 


who bought water filters 


Amount, $ Number Percent
a 

4 to 10 6 16.2 

11 to 20 8 22.0 

21 to 30 13 35. 1 

31 to 40 4 10.9 

41 to 100 4 10.9 

101 to 300 0 0 

301 to 500 2 5.4 

a
"Percent" column may not total 100 due to rounding. 

TABLE 10- 16. TOTAL RESPONDENT EXPENDITURES 
ON BOTTLED WATER DURING LAST 5 YEARS 

Number and percentage 
of respondents 

who bought bottled water 

Amount, $ Number Percent
a 

0 . 10 to 10 43 23.2 

11 to 30 27 14.6 

3·1 to 70 30 16.2 

71 to 160 30 16.2 

161 to 300 20 10.8 

301 to 500 15 8 . 1 

501 to 750 6 3 . 2 

751 to 1,000 8 4.3 

1, 001 to 3,000 4 2.2 

3,001 to 10,000 2 1 . 1 

a 
"Percent" column may not total 100 due to rounding. 
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TABLE 10-17. TOTAL PUBL IC MEETINGS ATTENDED 

BY RESPONDENTS DURING LAST 5 YEARS 


Number and percentage 
of respondents who 

attended eublic meetings 

Number of meetings Number Percent
a 

1 to 2 26 36.6 

3 to 5 21 29.6 

6 to 10 11 15.5 

11 to 15 9 12.7 

16 to 25 1 1. 4 

26 to 50 1 1 .4 

300 1 1. 4 

500 1 1.4 

a 11 Percent11 column may not total 100 due to rounding. 
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As shown, the 41 respondents who used water filters spent between $4 to $500 

on water filters during the 5-year period, although most spent a total of less 

than $30. Table 10- 16 summarizes total respondent expenditures for bottled 

water during the last 5 years. The 175 respondents who used bottled water 

spent between $0.10 to $10,000 on bottled water, although 80 percent spent a 

total of less than $300. 00. * Finally, Table 10-17 reports the total number of 

pub Iic meetings attended by respondents during the last 5 years. The 48 re­

spondents who attended public meetings to learn more about hazardous wastes 

attended a total of anywhere from 1 to 500 meetings during the last 5 yea rs, 

though most respondents attended only 5 meetings or fewer. Here too, there 

appears to be a few implausible responses. For example, two respondents indi­

cated that they had each attended 300 town meetings during the past 5 years -­

an average of 100 meetings per year, or about one meeting every 3. 5 days. 

10.6 SUMMARY 

This chapter has described a diverse array of background material impor­

tant to the interpretation of our contingent valuation estimates for household 

valuations for risk reductions. Four general themes that emerge from this 

overview. First, the economic and demogra phic characteristics of our sample 

respondents closely parallel those of the target population. Second, the resi­

dents of the Boston SMSA have had substantia l experience with incidents 

involving hazardous wastes. As a result, there has been nearly continuous 

coverage of issues associated with hazardous wastes in the Boston Globe and 

several local newspapers. There are several external indications of citizen 

concern and involvement with the problem. In addition , the local governments 

in the area have also had to deal with contamination episodes. As a conse­

quence, citizens have a performance record on which to base their expecta ­

t ions of government involvement in any future incidents. 

Based on both of these considerations we would expect tha t the circum ­

stances described in our contingent valuation question would be familiar. They 

Were structured, in part, based on experiences in this area. Respondents 

can be expected to have had the equivalent of valuation experience as a result 

*The upper end of the range seems rather implausible and does not, as 
the table indicates, involve many respondents. 
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of these past episodes and the respective roles of town government and citizen 

groups. I 
Third, our review of the actual information of our survey respondents 

confirms what was expected based on the record. On the whole, they d 9 ap­

pear to be aware of the problem. Their perception of the risks involv~d do 

not appear to be irrational responses to these inciden ts . Rather, their percep­

tion of relat ive risks seems quite sensible. This is not to suggest t ha the 

risk of exposu re is not regarded as a ser ious problem. R·ather , it indicates 

that we have not selected a c ase where a set of frenzied or irrational responses 

to recent contamination incidents would condition all responses to the co~tin ­
gent v a luation questions. 

Finally, residents have t hemsel ves undertaken tangible actions and expen ­

di tu res that should also provide a basis for gauging their respective valua t ions 

for risk changes associated with regulations governing the disposal of hazard­

ous wastes. 

While much of thi s information has been informal, it is also quite con ~ ist ­
ent in its message . The degree of familia rity with the problem and past ex­

perience with contamination incidents serve to aid in satisfying the condi t ions 

we expected would need to be satisfied for the development of p lausibl e valu ­

ation estimates involving r isk reductions within a con tingent valuation frame ­

work. 
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PART Ill 

PRELIMINARY EMPIRICAL ANALYSIS 

Part 111 of this draft interim report consists of six chapters that describe 

the preliminary findings of the empirical analysis of the conti ngent valu1tion 

survey data for individual's values of changes in hazardous waste risks. part 

111 consists of the following six chapters: 

Chapter 11 - Option Price Results: The Framing of the Commodity 
and an Analysis of Means 

Chapter 12 - Option Price Results: Preliminary Regression Analy ­
ses Using Unrestricted Models 

Chapter 13 - Valuation Estimates for Risk Reductions: Using Re­
stricted Models 

Chapter 14 - The Use of Contingent Ranking Models to Value Expo­
sure Risk Reductions: Preliminary Results 

Chapter 15 - A Comparison of Contingent Valuation and Hedonic 
Property Value Models for Risk Avoidance 

Chapter 16 - Policy Implications and Research Agenda 

The objective of th is part of the report is to summarize the status of the em ­

pirical results at the end of the first phase of the research effort. It should 

not be interpreted as completed empirical analyses. The findings are sugges­

tive but require further analysis before they will be regarded as final. In­

deed , based on the work to date, it seems clear that we have only begun t o 

scratch the surface of the complex issues involved in our research plan. 

Some examples of the empi r ical issues may help to i llust rate the prel 'mi­

nary nature of our analysis. The treatment of 11 outliers 11 is probably the most 

illustrative case. In our previous work, we have emphasized the importance 

of the treatment of 11 outliers, 11 or influential observations. Use of regres$ion 

diagnostics and judgments about thresholds for influential observations, we 
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suggested that it was possible to identify outl iers in a more systematic way. 

In this earlier research we expected a relationship between the contingent val ­

uation bids and income. In the present effort the issues are much less clear ­

cut. Both theoretical and econometric problems must be resolved before con­

sidering the treatment of outliers in a final set of models. This problem is 

addressed in Chapter 13. 

Equally important, our design provides an alternative basis for dealing 

with any survey respondent's incomplete understanding or· acceptance of the 

contingent valuation framework. It is possible to estimate the variance in the 

error associated with each individual ' s valuation response in relation to the 

models used to explain marginal valuations for risk. Using generalized least­

squares procedures , differences among individuals are explicitly taken into 

account. The models with this adjustment differ from the unadjusted models. 

Thus, our treatment of outliers is incomplete in this report. It also implies 

that our mean values presented in Chapter 11 are presented with "outliers" 

included because these responses are not yet identified. Clearly, as suggested 

in Chapter 13, this is a crucial area needing more research. 

Several other chapters are prel iminary for d i fferent reasons. For exam­

ple, Chapter 12, which presents some preliminary regression results using un ­

restricted models, contains no adjustment s for outliers or unequal variances. 

In addition, some variable specifications attempted in th is chapter, and found 

unfruitful, have not been attempted in the more robust restr icted models pre­

sented in Chapter 13 due to time limitations. Clearly, this is another issue 

for additional consideration. 

In addition, the focus of the contingent ranking analysis presented in 

Chapter 14 is directed toward attempting t o understand exactly how the re ­

spondents reacted to t h e ran king task. In this regard, it explores several 

new dimensions of contingent ranking to evaluate the effect of the four ver­

sions in the ranking research design on how people processed the information 

provided. However, the models used in this specification testing to provide 

preliminary benefits estimates are somewhat ad hoc. There is an obvious need 

to eval u ate models using more theoretica l considerations. Th is is another area 

for further research. 
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The comparative analysis in Chapter 15 is preliminary for a somewhat! dif­

ferent set of reasons. The most important of which is the preliminary nature 

of the models estimated with our survey response and the analysis of the prop­

erty value data performed by David Harrison. Clearly, more detailed analysis 

will be required before any fina l judgments will be possible on the perform,ance 

of contingent valuation compared to the hedonic property value model. 

The empirical analysis is organized within a specific framework . The first 

three chapters--Chapters 11, 12, and 13--form one specifiG body of analysis. 

Chapter 11 begins the investigation of the survey data under the assumption 

that survey respondents are homogeneous. It describes the framing of the 

contingent commodity, changes in hazardous waste risks, and then exam ines 

the responses classified as "protest" bidders throughout the remainder of the 

report. The remainder of the chapter examines many of the key features of 

our research design--levels of risk, the role of the conditional risk, the 

assignment of property rights, the certainty effect and intrinsic values -by 

using tests for mean responses and analysis of variance procedures. 

Chapter 12, the second empirical chapter, relaxes the assumption that 

individuals are homogeneous in their response to risk changes. It uses multi ­

var iate regression techniques which specifically examine the influence of indi­

viduals1 characteristics on the responses to the design issues. However, this 

chapter is primarily exploratory in nature. It provides some preliminary in­

sights abou t the effect. of differ ent .variable specifications. Since the results 

of this chapter were somewhat discouraging, they suggested the need for add ­

ing more theoretical structure to the analysis. 

Chapter 13 is the most detail ed emp irical chapter. It interprets the option 

price bids as providing information for deriving point estimates of the individ ­

uals1 marginal valuations of a risk change. In other words, it approaches the 

analysis of the bids from the perspective of the incremental value for an incre­

mental change in the risk of ex posure to hazardous wastes. This chapter also 

addresses the nature of the distribution of bids and the treatment of outliers 

and provides some generalized least-squares estimates that adjust for the sub ­

stantial differences in the estimated variances among individual respondents. 
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Chapter 14 is the second unit of empirical research. It follows the same 

logical structure developed with the analys is of the contingent valuation bids. 

Ranks were first analyzed as if respondents' characteristics had no effect on 

how they responded to the combinations of risk and payment presented to them. 

This assumption was relaxed and the ran k-logit maximum Ii kelihood model used 

to estimate random utility functions. Finally, these estimated models were then 

used to estimate their implied valuations for risk changes and to develop a 

preliminary comparison with the contingent val uation results . . 

Chapter 15 summarizes the comparison between Harrison's hedonic prop­

erty value model and the position of the survey devoted to developing compar­

able information. It is also preliminary because the hedonic model used was · 

an early version of the Harrison models and because further considerat ion will 

need to be given to the assumptions used in developing the comparison. 

Finally, Chapter 16 offers some discussion of the imp Iications of these 

very preliminary analyses and begins the process of outlining an agenda for 

further research. 
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CHAPTER 11 

OPTI ON PRICE RESULTS: THE FRAMING OF THE 
COMMODITY AND AN ANALYSIS OF MEANS 

11.1 INTRODUCTION 

This chapter, t he first of five empi rical chapters, describes our preIimi­

nary empirical analysis of the f eatures of the valuation responses. Before pre­

senting these resu lts we highlight the role that framing p lays in contingent 

valuation and describing how the contingent commodity was framed in our 

study. 

Framing, or the process of describing the contingent commod ity in a ques­

tionnaire, is always an important part of a contingent valuation analysis. In 

our case it is especially important because the commodity we describe to each 

r espondent is a r eduction in the risk of exposure to hazardous wastes. And 

ultimately, many o f the inferences that will be drawn from our research will 

depend on this framing of the commodity. However, our framing discussion is 

not an exhaustive synthesis of the l iterature . Rather, it draws on the existing 

litera ture only to the extent it is necessary to provide the rationale behind 

the framing of our contingent commodity. 

The empirical analysis presented in this chapter has several dimensions. 

First , it describes our evaluation of the sample respondents who refused to 

participate in the valuation of the contingent commodity, usually termed 11 pro­

test bidders. 11 Th is evaluation includes a description of the procedure used 

to identify these respondents, a p r ofile of their characteristics , and the effect 

of our research design. This evaluation is important because it affects the 

subsequent analyses of the valuation responses. Second, it considers the user 

and in trinsic values that have been elicited in the survey. To aid the presen ­

t ation of our user and intrinsic value results , we describe the valuation re ­

sponses for each of a set of questions individually. The first set summarizes 

our preliminary empirical results for user values measured as incremental option 

price bids for risk decreases . Fol lowing these find ings, the chapter describes 
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the effect on option price bids of alternative property rights, certainty as a 

risk endpoint, and alternative risk outcomes. Finally, the chapter presents 

estimates for intrinsic values which are viewed as incremental option price bids 

for reduced risks to the ecosystem. 

11.2 GUIDE TO THE CHAPTER 

Section 11 . 3 presents a preliminary classification of potential biases that 

can arise from framing the contingent commodity. Section 11. 4. describes 

specifically the process of framing our contingent commodity--changes in the 

risk of exposure to hazardous wastes. It addresses the development of the 

context, character, and the question format to elicit individuals' values. Sec ­

tion 11 . 5 explains our procedure for classifying protest bids, examines the 

potential determ inants of the Ii kel ihood of someone being classified a protest 

bidder, and compares our results with those of another recent contingent valu­

ation study. Section 11. 6 presents the mean option price bids for reductions 

in hazar~ous waste risk and analyzes the influence on those b ids of the initial 

levels of risk and the cond itional risk--two key elements in our research 

design. Section 11. 7 presents the mean option price bids for avoiding an in­

crease in the risk of exposure to hazardous wastes and examines the influence 

of risk levels, the conditional risk , and the assignment of property rights on 

these bids. It also compares the mean bid for avoiding a risk increase with 

those for obtaining a risk decrease. Section 11. 8 describes the summary re­

sults for a reduction in the risk of exposure to zero. Section 11. 9 considers 

the effect of changing the outcome at risk on the mean option price bids for a 

decrease in risk. Section 11.10 presents our estimated mean values for intrin­

sic benefjts. Sect ion 11.11 concludes the chapter with an overall summary of 

its principal findings. 

11.3 FRAMING AND CONTINGENT VALUATION 

T he objective of this section is to provide an interpretive and selective 

overview of the literature on the role of framing in a contingent valuation anal­

ysis. The Cummings, Brookshire, and Schulze (1984) state-of-the-art assess­

ment, a long with research by Mitchell and Carson (1984) and Bishop and 

Heberlein (1984] , have reconsidered and, as a consequence, revised the previ­

ous conclusions concerning contingent valuation. However, this new research 
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I. Conventional Classification 

A. General Biases 
• Strategic 
• Information 
• Hypothetical 

B. Instrument Related Biases 
• Starting point 
• Payment vehicle 

C. Procedural Biases 
• Sampling 
• Interviewer 

II. Mitchell-Carson Classification 

A. Incentives to Misrepresent Responses 
• Strategic bias 
• Compliance bias 

- Sponsor bias 
- Interviewer bias 

B. Multiple Valuation 
• Vehicle bias 
• Method of provision bias 

C. Implied Value Cues 
• Starting point bias 
• Range restriction bias 
• Yea-saying bias 
• Relational bias 

D. Misspecification of Market Scenario 
• Vehicle misspecification 
• Budget constraint misspecification 
• Amenity misspecification 
• Probability of provision misspecification 
• Context misspecification 

E. Aggregation Bias 
• Sampling design bias 
• Nonresponse bias 
• Item nonresponse bias 
• Sequence bias 

Ill. Post Palo Alto Classification 

A. Framing Biases 
• Situation or context 

Interview situation 
- Mental image 
- Strategic effects 

• Commodity specification 
Perceptions 

- Property rights 
- Implied linkage to behavioral 

activities 
• Elicitation 

Question format 
- Payment vehicle 
- Sequence 

B. Procedural Biases 
• Sampling and nonresponses 
• Interviewer 

Figure 11-1. Classifications of potential biases in contingent valuation. 



of the contingent commodity itself. Arrow (1984] suggests that information 

'
1bias" is not a bias at all. It could imply explaining the commodity to be 

valued in greater detail to make the entire contingent valuation exercise more 

realistic. Our classification endorses this view by emphasizing the importance 

of context and commodity specification under the framing umbrella. These two 

facets of the contingent valuation method provide a more tangible notion of 

the potential effects of information on the elicitation of people's values. This 

pos ition on information bias is also consistent with the concrus ion of the state­

of-the-art assessment for contingent valuation (see Cummings, Brookshire, 

and Schulze (1984) ). 

For example, they observed that: 

The information bias rubic seems to serve no useful purpose for 
assessments of CVM [contingent valuation method]; indeed , i t may 
be counter productive. [p. 253) 

By el iminating hypothetical bias from the revised classification, the revised 

taxonomy accepts the position of Mitchell and Carson [1984). 

We conclude that hypothetical bias is a misnomer since there is no 
one bias which uniquely results from the hypothetical character of 
CV surveys. The hypothetical char acter of a CV survey may make 
it vulnerable to one or more biases and/ or it may affect the reliabil­
ity of its findings. [p. 43). 

However, they are not alone in this conclusion. Arrow [1984) also has 

rioted there is nothing inherently wrong with the hypothetical character of con­

tingent valuation. To support this view, he cited the number of new products 

that are introduced each year that likely were evaluated for the market by 

potential consumers when they involved hypothetical elements. Yet, Arrow 

does add caution about drawing conclusions solely from contingent valuation. 

That is, without the discipline provided b y "real 11 payments for commodities, 

there is potential for inaccuracy. This point is also consistent with Bishop 

qnd Heberlein [1984) who argue that their simulated market experiments pro­

v ide better estimates of value because actual cash transactions are involved. 

However, Mitchell and Carson (1984] in their reinterpretations of both 

the early Bishop-Heberlein (1979) study and the Bohm (1971] study, challenge 

the position that actual cash transactions ar e necessary for eliciting "accu rate" 

estimates of willingness to pay. Cummings, Brookshire, and Schulze (1984) 
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concur with the Mitchell-Carson view by citing the experimental results of Ver­

non Smith and the results of various comparisons as providing additional evi­

d ence of the accuracy of con t ingent va luation for publ i c goods that s~tisfy 
their reference operating conditions. Unfortunately, as both Smith [1 984c ] 

and Freeman [1984b] have observed, these conditions are usually satisfied 

when one would be least likely to need contingent val u ation. 

Therefore, our conclusion is that treating the hypothetical charact r of 

contingent valuation as a 11 bias 11 is confusing. Instead , it is both the strength 

of the approach and its greatest weakness. Because it can be based on hypo­

thetical commodities and circumstances, contingent va luation offers a lwide 

range of possibilities for addressing many different problems. In effect, it is 

a malleable approach that can be shaped to meet the needs of the problem at 

hand. Yet, this malleabi l ity and its basical l y h ypoth etical character e~pose 

contingent valuation to the pitfalls associated with describing the hypothetical 

situation (whether commodity or circumstances governing the provision of a 

known commodity) in sufficient detail to make it tangible and believable for 

respondents to a contingent va luation survey. Unfortunately, the existing 

body of research is inadequate for obtaining a definitive answer to quest ions 

raised by the hypothetical character of contingent valuation. Nevertheless, 

t hi s does not imply it shou ld be treated as 11 bias 11 
; it is an attribute o~ the 

method itself. 

11.3.2 Context 

Context is an important element in the framing section of Figure 11-1. 

In our use of the term, context consists of the physical setting in which the 

interview takes place and the mental setting or milieu ( see Mitchell and Car­

son [ 1984]) that is created by the survey questionnai re. 

Context: Physical Setting 

The contingent valuation literature contains little information on the effect 

of physical setting on the outcome of an in t erview. For example, Mitchel I and 

Carson [1984] note that the survey research literature has indicated some con­

cern that the respondent may feel the need to accommodate the 11 visitor 11 ( the 

interviewer) and try to provide responses that he feels the interviewer wants 

to hear if the interview is cond ucted in his home. To minimize the potential 

of this "bias" occurring, Mitchell and Carson [1984] and Desvousges, Smith , 
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and McGivney (1983] have told interviewers to emphasize the notion that there 

were no right or wrong answers. In both surveys, interviewers prefaced each 

interview with that philosophy. 

Another aspect of the possible influence of the physical setting is that 

respondents are "on their own turf" when they give their responses in most 

contingent valuation surveys. In effect, they respond to the "hypothetical" 

situations in the same setting in which they are likely to make many of their 

household decisions. Moreover, the respondents can set certain basic ground 

rules for the interview. For example, they can simply ask the interviewer to 

leave if they find the questions annoying or troublesome. 

While it is unclear exactly what effect the setting has on an interview, it 

does differ considerably from the setting , usually a laboratory or a classroom , 

in which the majority of psychology and experimental economics data are col­

lected. Although, the survey questionnaire stil I sets the terms under which 

the contingent commodity is offerred, the home setting may put the respondent 

more at ease in answer ing questions. This does not imply that empirical evi ­

dence from a laboratory setting is not relevant to contingent valuation. What 

it does suggest is that the differences i n physical setting an d frequently in 

the types of respondents - -college students are the usual respondents in the 

laboratory setting--may complicate the transfer of learning between t he two 

environments. * 

Context: Mental Setting 

Mitchel l and Carson (1984) suggest that the mental setting created within 

the contingent valuation survey is even more important than the physical set­

ting. This aspect of context is the atmosphere or milieu that the contingent 

valuation questionnaire establishes. Poster boards with pictures of different 

vistas from the Grand Canyon, questions about familiar household activities 

li~ke recreation, .and general attitudinal questions on a p.articular theme are all 

e ampies of how a mental image can be established in questionnaires. Again, 

t ere appears to be littl e or no research that has systematically tested for the 

*It would be interesting to compare the results of Charles Plott and Ver­
non Smith who have conducted experiments using nonstudent subjects with 
those with student subjects. To our knowledge, this has not been done in a 
wide variety of problem settings. 
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effect of this dimension of the context for individuals' valuation response for 

contingent commodities . 

As noted in Chapter 8, our experiences with the focus groups and v ideo­

tape interviews also indicated the importance of context. In fact, the sesr ions 

themselves elicited ideas that aided in creating the mental setting and latf r in 

qualitatively evaluating their effectiveness. Yet, this is not a substitute for 

a well-designed empirical test of context effects. 

The Post Palo Alto classification (PPAC) in Figure 11-1 . still retains a pos­

sible role for strategic effects in contingent valuation as an element in context 

effects. This concern for strategic effects emanates from sou r ces other than 

the usual ones. That is, while it is possible to agree with Cummings , Brook­

shire, and Schulze's [1984) conclusion that there is virtually no evidence of 

strategic behavior in almost al I previous contingent valuation surveys, here 

is nonetheless a type of strategic response in certain contexts. For ex ample , 

using contingent valuation in the siti n g of undesirable facilities or for f ome 

other highly emotional issue, respondents can attempt to engage in stra t egic 

behavior to try to influence the outcome. While the possibility of stra t egic 

behavior may be a limited one, it may not be prudent to conclude on the ~asis 

of past studies where the issues may not have been as closely tied to the local 

interests of the respondents that strategic bias would not arise in other con ­

texts. 

The specification of the contingent commodity is a prominent part of the 

overal I framing process. That specification must consider the procedures used 

by individuals to form perceptions and their ability to process the inform! tion 

provided. I t should also be cognizant of the implied links that are presented 

between the valuations elicited and the behavioral actions described. As a 

rule, the conceptual foundations for these links come from economic theory. 

Thus , a description may have implicit maintained hypotheses concerning feasi­

ble responses available to the household. In fact, we consider these features 

as the basic elements of the contingent commodity itself. That is , it i s di ffi ­

cult , if not impossible, to interp ret the values elicited in contingent valuation 

independent of the specification of the commod i ty. Th is seems to be consistent 

with both Randall (1984] and Arrow [1984]. This is one reason why our con­

tingent valuation commodity, changes in the risk of exposure to hazardous 
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wastes, was described under two different property rights allocations to assess 

the relative importance of th is aspect of t h e specification. 

The perceptions component of the commodity specification refers to how 

people perceive and process the information used to describe the commodity. 

While some of the perception issues were discussed in Chapter 7, several other 

aspects of perception deserve attention. For example, Tversky and Kahne­

man's (1981] mental accounts concept, or the notion that people process infor ­

mation and make allocation decisions by grouping items into ·aggregate accounts 

I ~ ke recreation, food, and housing, can be interpreted as fa lling under the 

perceptions component of the commodity s pecification.* In effect, they are 

suggesting that the way people process information to make decisions may 

affect how they perceive the commodity. 

In addition, Mitchel I and Carson's (1984] part-whole b ias can be viewed 

as being part of how people perceive the specification of the contingent com­

modity. In their words, part/whole bias arises when the respondent views 

the contingent commodity d ifferently than the researcher. For example, the 

researcher might have attempted to elicit a value of improved water quality in 

all the nation's water bodies while the respondent may very well be providing 

a value for only part of that, i.e., for a particular water body. Thus, part/ 

whole bias occurs when people's perceptions are quite different from those of 

the researcher who designs and then interprets the results derived from a 

contingent valuation analysis. The PPAC classification considers part/whole 

bias as a part of framing the contingent commodity that deals with people's 

perceptions of the commodity. 

Another key element of commodity specification in our classification is the 

elicitation process or, more specifically, the various parts of the elicitation 

process . This process can be viewed as consisting of the question format, 

tre type of question used to elicit the value, and the payment vehicle that 

denotes the terms in which the hypothetical payment wou ld be made. Chapter 

7 has discussed the importance of question format as part of the elicitation 

*This concept should not come as a surprise to economists. It is nothing 
rnore than a specification of additional structure on the utility function com­
pletely consistent with the budget decomposition assumptions made in the theory 
associated with developing aggregate price or quantity indexes (see Blackerby, 
Primont, and Russell (1978] for example. 
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process. Therefore th i s discussion wil I not consider these issues beyo d a 

recognition that the existing evidence seems to suggest that question f rrnat 

can ha.ve an impact on the individuals' valuation responses for contingent valu­

ation commodity. 

The payment vehicle is also a crucial part of the elicitation process In 

this case, the research on the effect of payment vehicle does not seem as well 

established or as well documented as that for question format. For exaf"Tlple , 

Cummings, Brookshire, and Schulze [1984) were unable to establish any defi­

nite problem arising from payment vehicles. Yet, they were unwilling to dis­

miss it as a potential problem in contingent valuation. Mitche l I and C9rson 

[1984] point out that perhaps one of the most sensitive aspects of the payment 

vehicle may be the implied value that results from the payment vehicle . That 

is, the vehicle itself may imply a specific starting point to people. In effect, 

it may provide them an implicit anchor for their responses. For example, f hen 

one is asked to make a hypothetical payment in the form of a uti l ity bill, What 

comes to mind is one's typical monthly bill, from either the gas or electric util­

ity. However, if one is offered a payment vehicle that i s a user fee, e.g., a 

pass to use a lake during a year, then a range of comparable user fees Ii ke 

$5 to $10 (per person) more than likely comes to mind. Thus, the Mi tchell/ 

Ca rson position is that payment vehicles may create problems for the elicitation 

process similar to the anchoring problems that arise with different question 

formats, particularly the bidding games. Ultimately, more research is needed 

to verify th is position. 

In addition, Arrow [1984] has noted that he does not find it surprising 

that different payment vehicles would result in different values but for reasons 

other than anchoring. Arrow's position is that the institutional arrangements 

by which payments are to be made are an integral part of the contingent va lu­

ation commodity itself. Our class if ication seems consistent with the Arrow ~osi ­
tion in that we have placed vehicle bias underneath the commodity speci f ica­

tion. 

The lower part of the PPAC classification deals with procedural issues. 

Two of the most important procedural questions considered in regard to contin­

gent valuation are sampl ing bias and interviewer bias. Unfortunately, t here 

is little evidence on the potential effects of alternative sampling procedures on 
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contingent valuation estimates. In fact, with the exception of Mitchel I and 

Carson [1984], the literature is almost devoid of any consideration of interac­

tions between the procedures used to select the sample and other research 

design considerations. 

The second form of procedural bias, interviewer bias, has received some 

attention in the contingent valuation literature. This bias results from indi ­

vidual interviewers affecting the valuation process. Desvousges, Smith, and 

Fisher [1984] have observed from a survey to measure the benefits of improved 

water quality that a couple of interviewers seemed to have a differential effect 

on people 1s bids. However, these effects were not widespread and seemed 

not to have a significant overall impact on the valuation estimates. On the 

other hand, Boyle and Bishop [1984] do find some evidence of interviewer 

effects in their recent study of scenic beauty on the Wisconsin River. 

In summary, what has been defined as the PPAC classification is an 

attempt to provide a brief description of the evolution of thought on the prob­

lems in using contingent valuation. It is also a preliminary attempt at synthe­

sis that is intended to provide background for the specific framing decisions 

made as part of the present contingent valuation. Clearly, a final classification 

awaits both more research and more thorough reflection. 

11.4 	 FRAMING THE COMMODITY: REDUCTIONS IN HAZARDOUS WASTE 
RISKS 

This section describes how we framed the contingent commodity for this 

research- - reductions in the risk of exposure to hazardous wastes. Four key 

aspects of our contingent commodity are examined: 

Behavioral actions implied by our conceptual I inkages for indi­
viduals1 responses to risk 

Context for the contingent valuation questions 

Procedures used to specify the commodity 

Procedures used to elicit valuation. 

This section also describes the framing of the initial commodity that was 

presented to the respondents. Later sections of the chapter wi 11 highlight 

the variations on this initial commodity that follow from our research design. 

For example, the variation used to ex amine the effects of property rights is 
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deferred until the section on empirical results that presents these estimates. 

This pattern is maintained in the remaining empirical chapters. 

11 . 4. 1 Conceptual Linkages 

The theory of welfare measurement generally provides the basic guide)ines 

for the overall definition of the valuation concepts used in a contingent valua­

tion survey. For example, the debate over Greenley , Walsh , and Young's 

[1981] estimates of the values of changes in water quality _relates to the con ­

ceptual basis for their framing of the contingent commodity. They have irer­

preted their description as providing measures of option value while others 
1 

(Mitchell and Carson [1982] and Desvousges, Smith, and McGivney (1983] ) 

have argued that they elicited two slightly different measures of option price. 

Thus, the importance of the conceptual foundations in contingent valuation 

follows from the intended use of the results: to obtain measures of individ­

uals' values of commodities that are not exchanged in conventional markets. 

Without its conceptual linkages, contingent valuation estimates can be difficult 

if not impossible to in terpret. An additional aspect of what we have refe~red 
to as conceptual linkages concerns the behavioral responses that are described 

or implied by the question to be feasible actions available to the respondent. 

The conceptual foundations for our contingent valuation survey were 

developed in Part I of t his report . Ou r objective in this section is a more 

limited one: to highlight the measurement guidelines that the conceptual analy­

ses of both user and intrinsic benefits provides for our survey questionnaire. 

For more detailed explanations of the rationale underlying the guidelines, the 

reader is referred to Part I. This section first considers the implications of 

the conceptual analysis of user benefits and then discusses the same topic as 

it applies for intrins ic benefits. 

11 User 11 or Household Benefits 

The basic valuation measu r e ·used in our conceptual analysis to def ine 

what we refer to as the user benefits from a change in the household's risk 

of exposure to hazardous wastes as the increment to planned expenditures re­

quired to maintain the constant expected utility. There are several aspects 

of this valuation concept that are important to our contingent valuation ana lysis 

and to the specific process we used to implement the framework. First, it is 
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an ex ante welfare concept, defined as if the individual were capable of making 

payments prior to knowing the outcome of t he events at risk . This is an ana­

lytical method for describing the individual as planning consumption choices, 

contingent upon the events at risk, rather than expl icitly making those 

choices. To use this framework within a contingent valuation sett ing we must 

describe the institutions that organize (or restrict) how contingent payments 

are made. In effect, is it possible to precommit to different payments now 

that would vary based on the events that do take place? Or must one specify 

a payment now for a desired outcome (in our case a change in the likelihood 

of some event) that must be made regardless of what the actual events are? 

Our description selects the second and implies that the change in planned 

e~penditures will correspond to the option price payment that would be made 

for the risk change.* 

The individual 1s valuation response, or hypothetical payment, is then the 

maximum constant payment the individual would be willing to make to obtain 

the risk change. The individual is w i ll ing to pay the option price because 

the payment, by reducing his risk of exposure to hazardous wastes, will enable 

him to obtain the same expected utility level with a lower risk of the detrimen­

tal event--exposure to hazardous wastes. In effect, the option price is the 

difference between the individual 1s pla·nned expenditures made before the risk 

change and those made aft er the risk changes. However, this difference is 

an option price, ~ if the individual has no other avenues of state-dependent 

a{jjustments. If these avenues ar e perceived to be avai lable, then the valua ­

tion response is conditional on these perceived opportunities for state-depend ­

ent adjustments. 

In fact, an individual who has different avenues of adj ustment available 

may wel I have different valuation responses for risk reductions as the level of 

the risk changes than would be predicted under the assumption of option price 

payments . This suggests caution in interpreting the payment amounts in our 

survey. An alternative interpret ation may be that we have not fully reflected 

the perceived 11 planning process 11 individuals think they can use when faced 

w i th uncertainty. Several parts of the questionnaire elicit information about 

* For more discussion of this result see Chapters 4 and 5. 
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some of these avenues of adjustment to aid in interpreting both the plausib ility 

of the responses themselves and their implications for benefits measurement ~ 

Intrinsic Benefits I 
As we noted earlier in this report, we are using intrinsic values 

1 
a_nd 

existence values as synonyms . This departs from earlier benefit taxonomies 

(including our own adaptation of the Mitchell-Carson [1981] work presented in 

Desvousges, Smith, and McGivney [1983]). It is a deliberate departure be ­

cause these past efforts mixed an ex ante and an ex post perspective for wel­

fare analysis. We have argued that it is probably not desirable to try to dis ­

tinguish other nonuser components of valuation from existence values. Institu­

tions for ex ante adjustment also affect intrinsic values. Nonetheless, our 

conceptual analysis in Chapter 6 assumes that the option price is the appropri ­

ate welfare measure. That is, the focus of our contingent valuation question 

that poses reductions in the risk of exposure to hazardous wastes that 11 brit ­

ters11 experience in their natural ecosystem should be to elicit constant ex ante 

payments for these risk reductions. As w ith user values, the payments' are 

independent of the state of the world that actually occurs. 

However, there are three important features that distinguish these v~lues 

from the user values. First , the outcome at risk is the risk of exposure and 

possible death for the creatures themselves, not the household . Second, the 

events · at risk are specifically described as not implying the extinction of a 
. . 

species. Third, the endpoint of the risk change is described in somewhat 

vague terms: to the level these creatures face in their natural habitats-. It 

is likely that different individuals will perceive this endpoint differently. As 

noted in Chapter 7, both the outcome at risk and the risk endpoint may iriflu ­

ence individuals' values for changes in hazardous waste risks. Thus, I t is 

not possible to develop estimates of the values for reductions in these risks 

on a per-unit basis. 

11.4.2 Context 

This section briefly describes the physical setting or locational context 

in which the intervi ews were conducted and the 11 mental image 11 or context that 

the questionnaire attempted to set for respondents. 
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Physical Setting 

Generally, our interviewers conducted the interview within the confines 

of the respondent 1s residence, often as not seated at the respondent 1s dining 

room or kitchen table. The interviews usually were conducted at a prear­

ranged time. However, in some cases they were completed at the same time 

that our interviewer compiled the list of household decisionmakers. On aver­

age, the interviews lasted 53 minutes, though some lasted as long as 1~ hours. 

Despite the length, only three of the interviews were not completed after initi ­

a~ ion (see Chapter 9 for details). 

The interviewers prefaced each interview with a statement that there were 

no righ t or wrong answers and that the respondent could refuse to answer 

any question or simply reply 11 1 don 1t know. 11 During the training sessions 

and practice interviews, the interviewers were reminded of the importance of 

this preface. Thus, the main intent was to keep the physical context as com ­

fortab le as possible for the respondent and to minimize the opportunity for 

irr\ p lying that the interviewer was interest ed in any particu lar response. The 

interviewers identified themselves as employees of the Research Triangle Insti ­

tute. No mention was made of the sponsoring agency, either before or after 

the sess ion. 

Context: Mental Setting 

As noted .in Chapter 8 , . the focus group and other questionnaire develop­

ment activities consistently pointed out the importance of establishing an effec­

tive mental setting with the survey questionnaire. Mitchell and Carson [ 1984] 

argue this point quite persuasively based on their efforts to develop their 

questionnaire for eliciting values of improvements in national water quality. 

The final context established by our questionnaire resulted through a 

trial and error process documented in Chapter 8. The questionnaire opened 

with a general question asking the respondent to rate the potential harm to 

Pf Ople and the environmen t itself from different sources of pollution, including 

h~zardous wastes. This was the first mention of hazardous wastes during the 

interview with the intent being to ·elicit a relative rating of hazardous wastes 

to other pollution sources prio r to providing any information about the main 

questionnaire topic. 
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Next, the interview turned the focus to hazardous wastes by def~ ning 

them and then differentiating between radioactive wastes and hazardous wbstes 

with the stress on factories and landfil Is to help make the distinction. F igure 

11-2 shows the visual aid that the interviewer gave to the respondent to help 

create the mental image. Whi le the respondent was looking over the card , the 

interviewer said the following: 

T o give you an idea of what hazardous wastes are and where they 
come from, here's a list of some products we use every . day and some 
wastes that are left over af ter they're made. For example, a common 
waste is the chemical solution used to tan the leather in shoes, wal­
lets, or purses. After the chemical so lution is used, it must be 
thrown away. Because the solution contains chromium, it's consid ­
ered a hazardous waste. Hazardous wastes are left over after mak­
ing a wide range of other consumer products -- from the gasoline and 
batteries for cars to the plastic con tainers used to package and store 
food . Some companies put these wastes in their own special facili­
ties; others pay companies to dispose of their wastes in special 
dumps called hazardous waste landfills. Some products that we use-­
like paint, varnish removers, and weed k ill ers --ar e themselves con ­
sidered hazardous wastes when we throw them away. A l though haz ­
ardous wastes often have been handled carefully, sometimes the 
practices have been inadequate. 

The next two building blocks for context involved eliciting the frequency 

at which the respondent had obtained information about hazardous wastes and 

the name of the nearest facto r y that produced hazardous wastes and its dis­

tance from the respondent's residence. The second block involved obtaining 

a rating of the respondent's perceived effectiveness, at the time of the inter­

v iew, of different organizations in dealing with hazardous wastes . Among 

those included in the list were several levels of government and generators of 

hazardous wastes. 

The interv iewer next moved into the cruc ia l section of the questionnaire, 

which included several perception questions. These included the respondent's 

perceived likelihood of exposure- - using a 1-10 scale card -- to hazardous wastes 

from various environmental media and the use of the risk ladder to obtain the 

respondent's perceived annual risk of dying from different causes during the 

next year. The interviewer used t he multicolor ladder, shown ear l ier in Fi9ure 

8- 1, to ask about death from auto accident, heart disease, illness caused by 

air pollution, and an illness caused by hazardous wastes. Thus, these percep­

tion q uestions constitu t ed the last links in the chain of context in the ques­
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--------------- -Card 2 

Products and Their Hazardous Wastes 

Consumer Products Discarded Hazardous Substances 

Automobile batteries Lead 

Dry cleaning fluid Carbon tetrachloride 

Paint/textiles Chromium, chlorinated organic 
compounds 

Shoes and other Chromium 
__. leather goods 
__. 
' __. Glass/electronics Selenium-....J 

Steel Manganese, phenols, 
benzene 

Plastics Vinyl chloride 

Pesticides-aldrin, dieldrin Chlorinated organic compounds 
DDT, chlordane 

Chemical and Phenols, benzene, organic 
petroleum products compounds, brines 

Pharmacy products Organic solvents 

Figure 11-2. Hazardous waste information card. 



tionnaire before the specific commodity of hazardous waste risks were 

duced. 

11.4.3 Contingent Commodity Specification 

The questionnaire specified the contingent commodity in four steps. The 

steps include describing hazardous waste as a risk, explaining the payment 

vehicle, specifying the ground rules for the valuation process, and, fi~ally, 

highlighting the character and circumstances of hazardous wa.ste risks. 

Hazardous Wastes and Risk 

The first step in specifying the commodity is describing the concept of 

hazardous wastes as a situation involving risk. Table 11 - 1 shows the text 

the interviewer used to introduce the concept of hazardous waste as risk. In 

this text, the interviewer also explains the risk circles or probability wheels 

that are the visual aid used to communicate risk. Figure 11-3 shows one card 

with risk circles that were described. 

To aid the respondent in using the risk circles, and to provide a link to 

the hedonic property value study, the interviewer handed the respond j nt a 

second card with risk circles and asked him to translate the risk change into 

a distance, in miles, that wou ld provide an equivalent risk reduction. The 

question was posed as a hypothetical situation involving a chemical contan'lina­

tion of the local drinking water supply. 

The Payment Vehicle 

The second step in specifying the commodity is explaining the payment 

vehicle that would be used in the elicitation of values. The interviewer first 

introduced the general idea of the payment vehicle: 

Next, I would Ii ke you to think about the costs of more controls on 
hazardous wastes . When the government decides to clean up aban ­
doned dump sites, place stricter controls on landfills, or stop some 
very toxic wastes from being generated, these actions would reduce 
the risk of exposure. However, they cost someone. As consumers 
and as taxpayers, we pay for the costs of better control of hazard­
ous waste. 

After the introduction, the interviewer handed the payment vehicle card, 

shown in Figure 11-4, to the respondent and then described it by saying: 
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TABLE 11-1. THE INTRODUCTION TO HAZARDOUS WASTE 
AS A RISK 

Another way to think about hazardous wastes and risk is with this card. It 
uses circles to stand for two different k inds of risks we face from hazardous 
waste. 

Since risk involves chance, we can also think of r isks by putting pointers 
t hat would spin easily on each of the circles. A pointer has an equal chance 
of landing at any spot on its circle. The larger the portion of the circle that 
is "cut out 11 by the blackened area--that is, the bigger the slice--the more 
l l kely the pointer would land there. On the first circle on Card A, for exam­
ple, 20 percent of this circle is blackened. There is one chance in 5, or 20 
percent chance, the pointer will land in the blackened area. This means that, 
on the average, for every 100 spins the pointer would land in the blackened 
slice twenty times. 

The numbers on the cards are hypotheti c al because even experts disagree 
about the sizes of the risks. However, in the rest of this interview, .!. want 
you to think of these numbers~ actual risks you face. 

Look at the differences between each circle. The first circle shows the risk 
or chance that you (and your household members) would be exposed to haz­
airdous waste. By exposed, I mean touchin g, breathing, eating, or drinking 
a large enough amount of a hazardous waste over a period of t ime so that it 
oould be harmful. Exposure through the pathways we have discussed could 
be a brief, one-time thing, or it could happen over several months or years. 

The importance of the middle circle is that it stands for the second, and dif­
ferent, type of hazardous waste risk--the chance of dying after being ex­
posed. This means that even if you 1 re exposed, there 1 s a separate chance-­
not a certainty--that you would die. For example, some people are healthier 
or have better resistance. Whether or not you 1 re actually harmed is based 
upon your physical makeup, heredity, and overall health. An important thing 
to remember about the first two circles is that you would never have to spin 
tre pointer on the second circle as !.£!:!.9. as the pointer on the first circle 
never landed in the blackened area. In other words, there 1 s no chance you 
\.)'OUld die from the effects of hazardous wastes if you 1 re never exposed to 
them. 

The third circle combines the two types of risks into a person's overall risk. 
It shows the bottom line: your chances both of being exposed to hazardous 
~astes and, once exposed, dying. The combined risk of exposure and death 
i s found by multiplying the chance you see in the first circle by the chance 
in the second circle. 
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Card A 
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Figure 11-3. Risk circles. 
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Card 6 

How We Pay for More Control of Hazardous Waste 

Products We Buy Existing Controls More Controls 
Existing Exposure Risk Lower Exposure Risk 

and Product Prices with Higher Product Prices 

h.­
Automobile and $ $ 

petroleum products 

Pesticides in the 
home and yard 

$ $ 

$ $ 

. $ $ 

Existing Tax Bills Higher Tax Bills 

Buyouts and 
Research 

Relocations 

Investigations Investigations 

Enforcement 

Research Enforcement I 

Figure 11-4. Payment vehicle card. 

11-21 



The top part of this card shows how we would pay for lower expo­
sure risks through higher prices for the products we buy. If the 
government puts stricter regulations on car makers, shoe companies, 
or chemical companies, it wou ld cost them more to make their prod­
ucts. Then if you buy a pair of shoes or a pesticide, you would 
pay a higher price than you would without the regulations. 

The lower part of this card shows how we would also pay for lower 
exposure risks through higher local, state, or federa l taxes . The 
card shows the higher tax bills providing more money to investigate 
and enforce the regulations and to clean up places Ii ke Times Beach 
or Love Canal. 

We chose higher prices and taxes as the payment vehicle for several rea­

sons. First, it has no implied starting value like a utility bill or user fee. 

Second, it corresponds closely with how people actually pay for regulations on 

hazardous wastes. Even though our hypothetical situation was structured in 

terms of a local company located 3 miles from the respondent's house, our 

focus group experiences suggested that the general vehicle was more tangible 

to respondents, making it easier to comprehend than trying to develop a 

hypothetical vehicle that would be tied directly to the local situation. Finall y, 

this payment vehicle had proved effective in several previous contingent valu­

ation studies , in particular Mitchell and Carson (1981, 1984) and Oesvousges, 

Smit h, and McGivney (1983]. 

In summary, our payment vehicle is a practical compromise between the 

need for credibility and comprehension and the need for consistency with the 

hypothetical situation. The effectiveness of this compromise is an empirical 

issue that is considered later in this chapter in the evaluation of the reasons 

for protest bids. If. there was insufficient correspondence between the com­

modity, the circumstances under which it occurred, and the method of pay­

ment, we anticipate there would be a sizable percentage of participants who 

would reject t he terms of the market. 

Valuation Ground Rules 

Explaining the ground rules for the valuation exercise to the respondent 

is the third step in specifying the contingent commodity. This step consists 

of three key parts: informing the respondent in advance of the sequence of 

valuations, offering the opportunity to review this sequence, and benchmarking 

the valuation perspective. 

11-22 



The interviewer explained the sequence of the valuation exercise by re­

v iewing the three risk circle cards with the respondent and describ ing how 

they would be used. The interviewer said: 

Now, think about these cards and about paying higher prices and 
taxes. Based on a hypothetical situat ion, I'm going to ask you some 
questions about paying to reduce your (and your household mem­
bers') risk of exposure from the level on Card A to the levels on 
Card B, and Card C. As you can see on the cards, the risk of 
exposure decreases in the first circle from 1 chance in .5 on Card A, 
to 1 chance in 10 on Card B, to 1 chance in 25 on Card C. It also 
means your combined risk of exposure and death gets smaller each 
time. 

Aft er asking about paying for these risk reductions for people, I 
am going to ask about paying an additional amount to reduce risks 
for fish, wildlife, and plants only--not for humans. Do you have a 
question about how I am going to continue? 

This prenotification is important for three reasons. First, it enabled the re­

spondent to be informed in advance of what he was going to be asked to do. 

This was necessary because focus group participants pointed out that they 

likely would have divided their bid differently between the two risk levels, A 

to B and B to C, had they known they were going to be offered a second 

level. Thus, we added the advance notice and explained the incremental na­

ture of t he intrinsic value question. 

The second reason accounts for how some of our respondents were able 

t¢ refuse to pay anything for the first change but were willing to make an 

option price bid for the entire change from A to C later. These bids of these 

respondents have been evaluated separately and are discussed later in this 

chapter. 

Finally, the prenotification gave the interviewer the opportunity to ask 

tMe respondent if he would like to review these terms prior to the actual valu­

ation exercise. This proved useful because it minimized the need to review 

even more material if the respondent experienced difficulty later in this part 

o f the interview. 

The second part of the ground rules for the valuation exercise involved 

t~e interviewer establishing two mental benchmarks for the respondent to use 

in developing his responses. The interviewer said: 
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Before I go on , there are two things to keep in mind. One, please 
decide how to respond as though you actually were facing this hypo­
thetical situation. In other words, I would like you to keep in mind 
your ( and your household members• ) income, how you budget your 
money, the kinds of products you buy and the taxes you pay. Two, 
any amounts that you're willing to pay would be in addition to what 
you're ~ paying for hazardous waste controls-and would-affect 
~ hazardous waste problems. The amounts are not to reduce acid 
rain or any other environmenta l problem. 

These benchmarks are important because they help to orient respondents• 

thought processes for this crucial part of the interview. 

Character and Circumstances of Risks: The Hypothetical Situation 

The last step in the sequence for specifying the contingent commodity 

consisted of the interviewer explaining the hypothetical situation. This situa­

tion is important because it described the specific circumstances under which 

the respondent would experience the risk and outlined the features, or attri­

butes, of that risk. Figure 11-5 shows the card that the respondent received 

as a reminder of the exact circumstances . 

There are three important aspects of the hypothetical situation. First, 

it describes the commodity--the change in the risk of exposure to hazar~ous 

wastes--from the level shown on Card A to the level on Card B--and it links 

this exposure to tangible actions, the use of liners and a monitor ing system , 

in response to government regulations. * Our focus group experiences contr ib­

uted substantially to the use of this specification. Participants suggested that 

such concrete terms were necessary to make it tangible. The importance of 

concrete terms and examples seems consistent with the psychology literature, 

in particular Slavic, Fischhoff, and Lichtenstein [1982] and Wall sten and 

Budescu [1983]. 

The second important aspect of the hypothetical situation is that it 

describes the timing of the risk . That is, death from the exposure would not 

occur until 30 years later. This aspect is important for two reasons. First , 

it may account for some of the diff erences among individuals in their responses 

*The only other attempt to use contingent valuation to value regula1! ions 
involving hazardous wastes emphasized the inherent uncertainty in the process 
and asked for the valuation of a regulation in the presence of this ove ral l un­
certainty. See Burness et al. (1983] for further discussion. 
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Card 7 


_. 
_. 

r0 
(Jl 

Exposure Risk Circumstances 

• 	 Electronic parts company 

• 	 Located 3 miles from your home 

• 	 Generates 2,000 gallons of hazardous waste 
each day 

• 	 Company disposes of the wastes in a landfill at 
company site 

• 	 If you are exposed, there is a chance you will 
die in 30 years 

figure 11-5. Description of hypothetical situation. 



to the risk. For example, older people may well view the risk as less relevant 

to them because of its timing. Second, the timing makes it difficult, i r not 

impossible, to compare values from our situation with many of those i1 the 

existing li terature (see Violette and Chestnut [1983] for a review). For exam-

pie, the outcome of risks in labor markets that are estimated with hedonic wage 

models relate to annual r i sk. Whi le we present a simple and crude attempt to 

compare t hese valuations in Chapter 16, it is prudent to view this as an area 

for further research. This comparison is intended to highllght the issues in­

volved. As noted in Chapter 7, there is substantial evidence that the types 

and attributes of risk are likel y to be important considerations in how p~ople 
value risk changes. 

The third important aspect of the hypothetical situation is that it does 

not specify a particular cause of death. Consequently , w e asked lepeo~h if 

they had a cause of death in mind, and if so, which one. As noted in C ap ­

ter 10, a sizable majority of the people, not surprisingly, envisioned cancer 

as the cause of death. This provides a good indication of individuals' per­

ceived character of hazardous waste risks. 

In addition, not specifying a cause of death allowed us to modify the situ ­

ation to describe a particular cause--immune system damage--and a different 

type of risk--birth defects--and ask the respondents i f t hey would li ke to 

change their bids if the nature of the event at risk was modified in either of 

these ways. Finally, the hypothetical situation provided a baseline for the 

intrinsic values question and the reduction in r i sk to zero to address the 

importance of these two parts of our research design. 

11.4.4 Elicitation of the Option Price Bids 

The final task in framing t he commodity is e l iciting the individual's val ue 

for the contingent commodity. While we have noted the importance of this step 

throughout this report, Cummings, Brookshire, and Schulze [1984] add another 

d imension to the importance of the elicitation process. They suggest that this 

part of t he framing of the contingent commodity provides the opportunity to 

mitigate attitudinal bias as in contingent valuation. This bias occurs when an 

attitudinal response is interpreted as an indication of behavior, a potential 

problem noted by Bi shop and Heberlein (1979, 1984]. Cummings, Brookshire, 
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and 	Schulze (1984) suggest that by carefully structuring the elicitation proc­

ess, 	contingent valuation can be interpreted as " intended behavior. 11 

Ou r elicitation procedure consisted of the following: 

Interviewer statement: Think about your monthly income 
you spend it on in your budget. 

and what 

Purpose: Reminds respondent of budget 
and how they typically make expen

constraint 
ditures. 

Interviewer statement: How much 
month ... 

would you be willing to pay each 

Purpose: Gives specific action/time frame 

Interviewer statement: in higher taxes 
products you buy 

and in higher prices for 

Purpose: Explains specific action 

Interviewer state to lower your (and your house
bers')* risk of exposure from the 
Card A to the level on Card B? 

ment: hold mem­
level on 

Purpose: Identi fies a specific target. 

In this procedure, the interviewer used the direct question format that was 

discussed in Chapter 7. The same procedure was also followed for the second 

risk change. Chapter 14 will describe the contingent ranking format and how 

we used it to elicit individuals' responses. · 

Finally, the interviewer offered the respondent an opportunity to revise 

h "s bid. By transforming the monthly bid into its annual equivalent and veri ­

fying its accuracy w i t h the respondent, the interviewer enabled the respond­

ent to reconsider if he thought his bid was either too high or too low. This 

rechecking helped to minimize problems if the respondent did not fully appre ­

ciate the magnitude of the monthly amount , which Mitchell and Carson [1984) 

refer to as the "easy monthly payments" syndrome. It also allowed the re ­

spondent to reconsider his response with a minimum of pressure. Equally 

i1 portant, t he procedure .does not change t he terms under which the risk re­

dLction is to be provided, a potential problem we discussed in Chapter 7 with 

tt1ie iteration process that has been used in several past studies. 

*Parentheses imply that interviewer only read if more than a single per­
son household. 
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This opportunity for revis ions was provided for each valuation question 
1 

that appeared in the questionnaire. Table 11 - 2 profiles the bidders who re­

vised their bids and the questions or valuation circumstance in which the r evi­

sions occurred. Somewhat surprisingly, the revisions were distributed a lmost 

evenly between increases and decreases. Of the tota l of 30 revised bidi , 13 

bids were increased and 17 were decreased. We had ex pected indivi9ual s 

would primarily lower their bids because of underestimating the annual equiva­

lent of monthly amounts. Another important feature is the infrequent occur­

rence of the revisions. I f the d i rect question format for the valuation 9ues ­

tions for risk changes are totaled across a l l sections of the questionnaire, 

2,038 valuation responses were obtained, which implies a revision rat e of 0 . 001, 

or about 1 out of every 1 , 000 bids. 

There does not seem to be a particular pattern to the revisions. Most of 

the revisions appear plausible , although there is one potential exceptfon. * 

The on ly other characteristic that seems prevalent among the revised bidders 

is that they had rated the poten tial harm of hazardous wastes toward the more 

harmful end of the scale. Yet, this characteristic does not seem to correlate 

with the direction of the revision. 

Finally, we are somewhat unsu r e of how to interpret the infrequenay of 

revisions, but it does not seem to indicate any implausible behavior on the 

part of the majority of the respondents. Nevertheless, it does off er another 

check on the consistency of responses that has not been widely used in prior 

stud ies. Our finding also seems cons isten t with Mitchel I and Carson [1984] 

who used a s lightly different procedure but with the same objective. 

11.5 PROTEST BIDDERS 

This section describes the protest bidders from various sections of the 

contingent valuat ion questionnaire. In add ition, it examines characteristics 

*There is one individual who revised his bid from $80 to $500 a month 
for the reduction to zero who merits a specific explanation. Our first thought 
was that the accurate response was $50 and that we had made a coding or key­
ing error. However, when we reviewed the questionnaire, we found that the 
revision was indeed to $500. The respondent was a creat ive writer making 
$22, 500 annually . Thus, this r esponse Ii kely wi l I be reflected when our analy­
sis of outliers is performed on the certainty questions. Since the treatment 
of outliers was not resolved as part of Phase I's research activities, we have 
left this response in the mean values that are presented later in this chapter. 
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TABLE 11-2 . PROFILE O F RESPONDEN TS WITti REVISED B IOS 
- ­ ··- - ­·-­---­====~~~-=......:::.o.~-·----~ 

Rated 
errecti veness 
oJ J'ede.ral 

Willingness-to-pay 
question 

Question­

Respondent 
revised 

bid--more 
House· 
hold 

Years 
l ived 

Number 
of 

children 

Rated 
harm of 
hazardous 

govern­
ment in 

dealing with 

Bottled 
water 
is a 

Public 
meetings 
are a 

Initial 
bid 

Revised 
bid 

naire 
format 

Version 
n umber 

than one 
questiona 

income 
( $10 3 ) Age 

Education 
(years) Sex 

Home­
ownership 

in 
town 

under 
18 

waste b 
pollution ha.::;t~~us current 

activity 
current 
a ct ivity 

Risk decrease from 

card 
0 
1 
s 
s 
s 

10 
·15 
20 
20 
30 

100 

A to card Bd 
2S 
s 
2 
2 

10 
4 

25 
10 
1S 
20 
so 

Direc t 
Direct 
Direc t 
Direc t 
Direct 
Direct 
Direct 
Direc t 
Direc t 
Direct 
Direct 

s 
8 
1 
6 
7 
3 
7 
7 
6 
s 
s 

No 
No 
No 
No 
No 
No 
No 
No 
Yes 
No 
No 

47 .S 
NA 
17.5 
32.5 
57 . 5 
82.5 
62.5 
42.5 
27.5 
37.S 
47.S 

4S 
38 
48 
27 
42 
40 
38 
38 
2S 
44 
55 

18 
18 
16 
14 
16 
18 
16 
14 
14 

4 
12 

Female 
Female 
Female 
Male 
Male 
NA 
Male 
Female 
Female 
Male 
Female 

Own 
Own 
Own 
Rent 
Own 
Own 
Own 
Own 
Rent 
Rent 
Own 

7 
11 

6 
2 

12 
1 
7 

10 
6 
2 

28 

0 
1 
0 
0 
1 
1 
2 
0 
1 
1 
0 

10 
2 
2 
4 
9 

NA 
4 
5 

10 
NA 
10 

1 
3 
3 
3 
3 
3 
4 
6 
5 
7 
8 

Yes 
Yes 
No 
No 
Yes 
No 
No 
No 
No 
Yes 
Yes 

No 
No . 
No 
No 
No 
No 
Yes 
No 
No 
No 
Yes 

Risk decrease from 

card B 
10 
10 
so 

to card Cd 
s 
s 

l SO 

Direct 
Direct 
Direct 

6 
7 
7 

Yes 
No 
No 

27 .S 
52. 5 
52.5 

25 
57 
32 

14 
18 
16 

Female 
Male 
Female 

Rent 
Rent 
Own 

6 
19 
8 

1 
0 
1 

10 
8 

10 

5 
8 
1 

No 
No 
No 

No 
No 
No 

I 
N 
<O 

Risk 
card 

10 
10 
20 
30 

increase from 
X to card Y 

25 
120 

2S 
20 

Ranking 
Direct 
Ranking 
Ranking 

3 
3 
3 
3 

No 
No 
No 
No 

27.5 
7.S 

17 . 5 
27.5 

60 
33 
68 
31 

12 
12 
14 
16 

Female 
Male 
Male 
Male 

Own 
Rent 
Rent 
Rent 

32 
6 
6 

0 
0 
0 
0 

10 
10 
10 
NA 

2 
4 
4 
4 

Yes 
Yes 
No 
No 

No 
No 
No 
No 

Risk decrease from 
card A to zero riske 

20 5 
40 20 
so 83 
80 soo 

100 25 
100 7S 
150 100 

Ranking 
Ranking 
Ranking 
Ranking 
Ranking 
Ranking 
Ranking 

1 
2 
1 
4 
4 
2 
3 

No 
No 
No 
No 
Yes 
Yes 
No 

12.5 
NA 
67.5 
22.5 
17.5 
17.5 
27.5 

64 
35 
35 
53 
29 
46 
70 

12 
12 
18 
18 
12 
18 
14 

Male 
Female 
Male 
Male 
Male 
Female 
Female 

Own 
Rent 
Own 
Own 
Rent 
Rent 
Own 

25 
6 
6 

14 
2 

12 
70 

0 
0 
0 
0 
2 
0 
0 

5 
5 
l 
8 

10 
10 

5 

10 
4 
2 
·1 
4 
3 

10 

No 
Yes 
No 
No 
Yes 
Yes 
No 

No 
No 
No 
No 
No 
Yes 
No 

Risk decrease to 

wildlife' 
10 
20 
2S 
so 
so 

,.... 

20 
30 
18 
2S 
7S 

Direct 
Ranking 
Direct 
Ranking 
Ranking 

2 
1 
4 
4 
2 

I ,.,. 

No 
No 
No 
Yes 
Yes 

-- r• 

27.5 
72.5 
57 . 5 
17 .5 
17 . 5 

46 
67 
46 
29 
46 

18 
18 
14 
12 
18 

Male 
Male 
Female 
Male 
Female 

Own 
Own 
Ow n 
Rent 
Rent 

6 
25 
10 

2 
12 

0 
0 
0 
2 
0 

8 
8 
9 

10 
10 

4 
2 
5 
4 
3 

_...­

Yes 
No 
Yes 
Yes 
Yes 

·-·· 1 

Yes 
No 
Yes 
No 
Yes 

• -----­ --=- ­
aThree respondents had revised their bids for two questions; hence, these respondents are counted twice within this table. 

bRepresents a sca le card response from 1 10 10 with 1 = not harmful and 10 = very harmful . 

cRepresents a scale c ard response from 1 10 10 with 1 = not at all effective and 10 = very effect ive . 

d Applicable only 10 the d o rec t - queslion fornoat. 

eApplicable only to the ranking - question format. 

'includes only nonzer o bidders 
previous queslions . 

ro r a reduction in household risk; consequently, t he posi ted level or household risk is equal to the level purchased in 



that influence the like lihood of someone being a protest bidder . It also pro­

vides a brief com parison of our results with those of Mitchell and Carson 

(1984). It is important to consider t he reasons underlying protest bidsl be­

cause this process helps to assess whether o r not they are influenced by the 

nature of our contingent commodity. Finally, we evaluate whether or not any 

of the features of our research design--e.g., property rights assignment! and 

the low probability vectors fo r the exposure risks- - had any effect on t he like­

lihood that someone would reject t he terms of the contingent market. 

Examining the role and influence of protest bidders has taken on incrieas­

ing importance in contingent valuation research over the last few years. Ran­

dall, Hoehn, and Toll e y (1981] stressed that the elimination of protest bidders, 

as well as outliers, enab le s one to obtain a solid core of data from a contin~ent 

valuat ion survey. A number of s t udies, including Desvousges, Smith, McGiv­

ney (1983) and Mitchell and Carson (1984] , have argued for detailed examina­

tion of the characteristics of p rotest b idders as one mechanism for evaluating 

the fram ing proper ties of a contingent valuation instrument. 

An importan t consideration for protest bids is the procedure useb to 

classify them . In our case, the p r otest bids were determined using e x post 

c lassification of the reasons that people gave for zero b idding. If people ~ave 

any reasons other than that's what it's worth to them, or they cannot afford 

anything, they were considered a protest zero. In add ition, we classified non ­

respondents to the valuation q uestion as protest bidders. Table 11 -3 shows 

the frequency of reasons for zero bids for questions eliciting opt ion p nices 

for risk decreases. The results in Tabl e 11-3 are quite interesti ng. Onl y 15 

percent of the samp le were protest bidders for the questions associated with 

the valuations for risk reductions. Within th is group there are several in ter­

esting subsets. For e xample , 11 of the 55 tota l protest bidders, or 20 per­

cent, felt that compan ies or government should bear the cost of controlling 

hazardous wastes. This would imply that the reason most frequently given 

for protesting t he terms of the market was related to our payment vehid le-­

higher taxes and product prices. People did not accept our explanation that 

when compan ies or government do pay the cost, t hey ultimately pay part of 

the share. Alternatively, they could simply feel that they have an implicit 

property right to reduced exposure to hazardous wastes. That is, they sht;:>uld 

11-30 




TABLE 11-3 . FREQUENCY OF REASONS FOR ZERO BIOS BY LEVEL OF RI SK , DECREASE 
DI RECT QUESTION FORMAT 

Decrease in risk of exposure per conditional risk 

1/S to 1/ 2S 1/10 to 1/SO 1/30 to 1/1SO 1/300 to 1/1,500 
Total for 

Reasons for zero bids 1/10 1/20 1/10 1/ 20 1/10 1/20 1/100 1/200 all v ersions 

Protest b ids 

Not enough information 0 0 6 

Did not want to place a 3 0 0 8 
dollar value on change 

Objected to the presentation 0 0 0 0 4 
of the question 

Multiple r esponsea 0 0 2 0 0 2 6 

Costs should be borne by 0 2 2 3 11 

compani es or governmentb 

Objected to more t axesb 0 0 0 0 0 3 

Objected to the existing b 0 0 3 0 
management of government 

Ob jected to the distr"ibution 0 0 0 0 0 3 

of paymentsb 

Further controls could be 0 0 0 0 0 0 0 

Imposed with no costsb 

Nonresponse 0 0 0 0 0 3 

Otherb 0 0 0 0 0 3 

Total protest b ids 6 6 6 6 6 9 s 11 SS 

Nonprotest b ids 

That is what it is worth 0 0 0 0 0 0 0 0 0 

Cannot a f ford anything 2 4 6 5 6 4 11 3 41 

Otherb 0 0 0 3 0 0 5 

Total n onprotest zero b ids 2 4 7 s 7 7 11 3 46 

Tota l of all zero bids 8 10 13 11 13 16 16 14 101 

Total sample si zes 42 47 47 46 49 4S S3 42 371 

I 
Protest bids as a percent 

. of sample size 
. 14 . 13 . 13 . 13 . 12 .20 .12 .26 . 15 

aRespondent stated a reason that was a combination of the reasons formatted within the survey . 

bR esponse was not formatted within the survey . 
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sample size appears sufficient to support further analysis of certainty as a 

risk endpoint. 

11.9 RISK OUTCOMES 

This section describes our design for, and preliminary analysis of, alter­

native risk outcomes on the mean option price bids for reducing the risk of 

exposure to hazardous wastes. Recall our framing of the initial commodity did 

not describe a particular risk outcome. Instead, it aske<;f each respohdent 

what cause of death he envisioned. However, the design subsequently c al led 

for changing the framing of the commodity to elicit responses for two alterna­

tive outcomes: death caused by damage to the body's immune system and a 

risk of severe lifetime birth defects. 

The interviewer asked the respondent if he would like to change his bid 

for the risk change (decrease) for each case. This sequence was introduced 

by the statement: 

Think about this [hypothetical] situation. Most experts agree that 
exposure to hazardous wastes may cause different kinds of health 
problems... You might decide that you would be willing to pay 
something different [from the total for risk reductions that the inter­
viewer had just mentioned] if you thought about different kinds of 
health problems. 

Table 11-16 provides summary statistics for the bidders who revised their 

responses for the immune system damage and birth defects as risk outcomes. 

These results and subsequent evaluation of a profile of the respondents are 

interesting. For example, only two respondents out of a total of 172 respond­

ents who changed their bids lowered ·their responses. In one case , the 

respondent lowered his bid from $175 a month to $50 a month for each of the 

alternative outcomes. However, the reliability of this respondent is somewhat 

suspect given that his initial bid is high relative to his income. Generally , 

the mean rev isions are quite s i zable , ranging from $12 to $30 per month fo r 

immune system damage and from $10 to $20 per month for birth defects. A 

sizable number of these means are significantly different from zero. This is 

especially true for birth defects where the mean for only one des ign poin t i s 

not significantly different from zero at the 0.01 level of significance. 

In addition, the means for birth defects appear much less skewed than 

those for immune system damage. Indeed, there are a sizable number of large 
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TABLE 11 - 16. SUMMARY STAT ISTI CS OF THE CHANGE IN OPTION PRICE BIDS GIVEN A SPECIFIC IL LNESS, 
PROTEST BIDS EXCLUDED, OUTLIERS INCLUDED 

Changed bids 

Change In Of!tion f!rice to avoid immune S):'.Slem damage Change in Of!lion E!rice to avoid birth defects 

Number Number 
Exposure of of 

Conditional 
risk 

risk 
changea Mean Median 

Standard 
deviation 

obser­
vat ions 

Minimum 
value 

Maximum 
va lue 

t­
statislicb Mean Median 

Standard 
deviation 

obser­
vations 

Minimum 
value 

Maximum 
value 

t ­
s ta t islic;b 

6> w 

1/10 1/5 to 1/25 

1/20 1/5 to 1/25 

1/10 1/10 to 1/50 

1/20 1/10 to 1/50 

1/10 1/30 to 1/50 

1/20 1/ 30 to 1/ 50 

1/100 1/ 300 to 
1/ 1,500 

1/200 1/ 300 to 
1/ 1 ,500 

All versions combined 

12.00 

40.09 

28 . 67 

30.25 

15.64 

19. 00 

15 . 23 

14.30 

22.25 

10. 00 

5.00 

10.00 

7.50 

10 . 00 

10 . 00 

5 . 00 

10.00 

10. 00 

7 . 53 

113 . 89 

40 . 90 

52 . 46 

17.51 

18.17 

24.57 

15. 48 

51.46 

10 

11 

9 

6 

11 

5 

10 

5 

67 

5 . 00 

-125 . 00 

1. 00 

0.50 

2 . 00 

5 . 00 

0 . 25 

0 . 50 

-125.00 

25. 00 

300.00 

100.00 

135.00 

50.00 

50.00 

80.00 

40. 00 

300.00 

5 . 04*'* 

1 . 17 

2. 10* 

1.41 

2.96** 

2.34* 

1 .96* 

2.06 

3. 54** 

16. 07 

20. 33 

15.32 

11. 23 

18 . 69 

15 . 30 

10 . 66 

11 . 75 

15 . 46 

10.00 

64 . 38 

7 . 50 

10 .00 

10.00 

10 .00 

5 .00 

15.00 

10.00 

14. 07 

10 .00 

25.75 

14.03 

27.01 

13.78 

13.91 

7.91 

29.47 

14 

15 

14 

11 

19 

11 

14 

7 

105 

2 . 00 

- 125 .00 

0 . 50 

0.50 

-15 . 00 

2 . 00 

1 . 00 

0 . 25 

-125.00 

50.00 

200.00 

100.00 

50.00 

100.00 

50.00 

50.00 

20.00 

200.00 

4 . 27** 

1.22 

2.22** 

2.65** 

3.01** 

3.68** 

2 . 87** 

3.93** 

5 . 37** 

**Significant at the 0 . 01 percent level using a one-tail test. 
*Significant at the 0 . 05 percent level using a one- tail test. 

a All risk changes represent a movement frm card A to card C . 

bfor the null hypothesis that the population mean Is zero. 



revisions, with the largest being $300/ month for immune system damage. This 

occurred when a 66-year-old male with an income of $27,500 doubled his 1 onth­

ly bid. A 55- year-old female with household income of $52, 500 also ch j nged 

her bid substantially for the immune system outcome when she increased it 

from $8/ month to $200/ month. (However, she did not change for the birth 

defects.) The largest change for birth defects occurred when a 59-ye~ r -old 
male with an income of $42,500 doubled his monthly bid of $200. Thus, it 

appears that the outcome of death by damage to the immune system aff ected 

somewhat fewer respondents ( 67 vs. 102) than the birth defects outcome, but 

some of the responses were quite large. Clearly, further analysis of these 

responses is warranted in order to judge their plausibility. 

Table 11-17 provides some additional information on the influence of the 

specific risk outcomes on the option price bids. It compares the summary sta­

tistics of respondents who changed their bid in response to either or botM out­

comes with those respondents who did not change. In general, the mean bids 

for the 11 changers 11 exceeds those for the nonchangers . This is true for both 

birth defects and the immune system effects. While this is not surp ising 

given their willingn ess to change, the substantial size of some of the mean 

bids--over $80/ month in one case--was somewhat surprising. It shou ld be 

noted that these results relate to the sum of the option price bids for risk 

reductions from A to B and B to C. 

In summary, the effects of risk outcomes offer one clear area for addi­

tional research. The description of specific outcomes generally resultf d in 

about one-third of the respondents altering their bids. The research issue 

that must be considered is to develop a framework that provides a better 

understanding of the influence of individuals' characteristics on this process. 

The size and number of changes shou ld provide sufficient sample for these 

addi tional analyses. 

11.10 IN TR INSIC VALUES 

This section presents our results on intrinsic or existence values. It 

describes the framing of the commodity--risk reductions for critters--and high­

lights the summary statistics for the option price bids. Finally, it considers 

the implications of differences in t he init:ial levels of risks posed to indivitluals 
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TABLE 11-17. SUMMARY STATISTICS OF OPT ION PR ICE BIDS FOR A R ISK DECREASE GIVEN A SPEC IFIC I LLNESS, 
PROTEST B IDS EXCLUDED, OUT LIERS INCLUDED 

NonQrotest bids 

Respongent~ _y,/tlQ_Chi)nged their bids Respondents who maintained their_original bid 

Slaled illness 

Condi ­
tional 
risk 

Exposure 
risk change 

Question­
naire . aversion Mean Median 

Standard 
deviation 

Number of 
observations 

t­
statisticb Mean Median 

Standard 
deviat ion 

Number of 
observations 

t­
statislicb 

Immune system 1/10 1/5 to 1/25 3 37.50 30 . 00 21 . 51 10 5.51** 23. 65 12 . 50 29.87 26 4. 04** 
damage 

1/20 1/5 to 1/25 4 79.27 20 . 00 136.24 11 1.93* 42.63 14.00 59.05 30 3 .96** 

1/10 1/10 to 1/50 61. 44 35 . 00 67.28 9 2.74* 24. 56 10.00 33.89 32 4.10** 

1/20 1/10 to 1/50 2 66. 42 27.50 82 . 17 6 1 . 98 55.85 27.50 83.81 34 3 .89** 

1/10 1/30 to 1/150 5 72.36 35.00 68.23 11 3 .52** 22.46 12.50 26.23 32 4.85** 

1/20 1/30 to 1/150 6 35.00 30.00 21.79 5 3.59** 43.35 15.00 92.95 31 2.60** 

1/100 1/300 to 1/1 , 500 7 46.73 20.00 51.22 10 2.88** 33.13 15.00 53.05 38 3 .85** 

1/200 1/300 to 1/1,500 8 34.90 20.00 37.88 5 2 . 06 27.42 15.00 27.59 26 5.07** 

Brlth defects 1/10 1/5 to 1/25 3 37.28 27.50 29. 11 14 4. 79** 26.04 15.00 31.87 22 3. 83** 

6i 
(Jl 1/20 1/5 to 1/25 4 84.87 22.00 116.04 15 2.83** 28.54 11 . 50 39.35 26 3 . 70** 

1/10 1/10 to 1/50 42. 11 35. 00 49.18 14 3 . 20** 26. 15 10.00 36.44 27 3. 72** 

1/20 1/10 to 1/150 2 44. 77 40.00 39.48 11 3 . 76** 60.24 25.00 90.11 29 3.60** 

1/10 1/30 to 1/150 5 54 . 32 30.00 57. 10 19 4. 15** 27.75 10.00 37.88 24 3 . 59** 

1/20 1/30 to 1/150 6 35 . 85 30.00 22.37 11 5.32** 47.92 15.00 102 .85 25 2 . 33* 

1/100 1/300 to 1/1,500 7 38 .68 17 . 50 46.98 14 3. 10** 34.68 15.00 54. 46 34 3 . 71** 

1/200 1/300 to 1/1,500 8 30 . 75 30 . 00 17.52 7 4.64** 28.46 ·1s .oo 29 .23 24 4 . 77** 

**Significant at the 0 . 01 ievei. 

*Significant at the 0. 05 level. 

a All risk changes represent a movement from card A to card C. 

b For the null hypothesis that the population mean is zero. 



for their valuations and described to be relevant to other elements in the eco­

system (i.e., critters) for the option price bids. 

As noted both in Chapter 7 and in the discussion of the conceptual link­

ages in Section 11. 4, the intrinsic value question was also framed in terms of 

state-independent option price bids for risk reductions to be experienced only 

by critters. The bids are state independent because they are ex ante ai ounts 

that are made without prior knowledge of the eventual outcome of the risk 

reduction. The interpretation of the bid as an option price requires that the 

individual does not have any other avenues for adjusting the risks to critters. 

For example, he does not participate in a community hazardous waste collbction 

near some ecosystem, which could reduce the risk of exposure to hazardous 

wastes for the critters. 

The text to describe ~the framing of risk reductions for critters is t hown 

below. 

Now suppose that the risk of exposure to you (and your household 
members) has been reduced to the level on Card * 

Suppose that the government adds regulations on this landfill. 
These additional regulations would not lower your (or your household 
members') risk, but would lower the risk of exposure to hazardous 
waste for fish, wildlife, and plants only. Their combined risks 
would be lowered to the levels they face in nature. Suppose alsd 
that none of them is in danger of becoming extinct. 

In addition to the (READ TOTA L OF F.6.a + F.6.b OR AMOUNI 
FROM F.6.c ON REMINDER SHEET) you have said you would be will­
ing to pay, how much more in higher product prices and taxes per 
month would you be willing to pay for these regulations that would 
reduce risks of exposure for fish, wildlife , and plants only? 

The framing of this risk reduction affects the interpretation of the empirical 

results for the risk reductions. For example, the outcome at risk differs from 

all the previous outcomes for risk changes: it is only for critters and does 

not affect the household's risk in any way. Not only does the outcome d i f f er, 

the endpoint for the risk is less specific than in the earlier risk char ges. 

The endpoint is to levels the critters face in nature. 

*B lank line refers to the level of risk that each respondent had purchased 
for their household. The interviewer suppl ied this value. 
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In addition, the framing also affects the attributes of the population ( i.e. , 

fish, wildlife, and plants) experiencing the risks. It states t hat none of the 

members of the ecosystem are in danger of becoming extent. Our intent here 

was to suggest that the population did not include snail darters, or Ind iana 

bats, or some other creatures on the endangered species lists. Clearly, a 

more comprehensive design would have varied this attribute to see if it affected 

the option price bids. Nonetheless, it is important to recognize that our con­

~eptual analysis for these values has not provided a specific description of 

~he potential importance of the attributes of the creatures at risk. 

Instead, the design considers only differences in the initial levels of risk 

for option price bids for intrinsic values. This design feature followed logical­

ly from our treatment of intrinsic values as an increment to the user values. 

Because respondents differed in the amount of household reductions they pur­

chased--e. g., Level A (zero bidders), Level B, Level C, or zero--the initia l 

l ~vels of exposure risk for creatures also varied. The framing reflects this 

feature by requiring the interviewer to remind the person of the endpoint for 

the household risk. 

The summary statistics, shown in Table 11-18, provide some insights as 

to the importance of our research design for intri n sic values. The monthly 

option price bids are statistically significant from zero for · three of the five 

initial levels of risk. The two values that are not different are those for zero 

8idders. Nevertheless, it seems premature to conclude that providing these 

'lespondents an opportunity to re lfect intrinsic values was not useful. The 

summary statistics include responses for all bidders, including protest bidders 

and potential outlying bids . A final assessment of our attempt to include zero 

bidders for household risks in the design for intrinsic values will require more 

analysis. 

The results in Table 11-18 also suggest that the starting level for the 

risk reduction affected the mean values of option prices for risk reductions to 

fish, wildlife, and plants. In particular, the bidders who purchased a zero 

risk reduction had larger, and statistically different, mean option price bids 

than any of the means in the first three rows of the table. This is surprising 

given the vague specification of the initial level of risk in this case. 
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TABLE 11-18. SUMMARY STATISTICS OF OPTION PRICE BIDS FOR 

INTRINSIC VALUES (RISK REDUCTIONS TO CRITTERS), ALL BIDD RS 


Standard . . b
Initial level of risk Version Mean deviationa N t-stat1st1c 

Zero bidders D 7.55 11.99 11 2.09 

Bid for A~B only D 2.77 6.02 53 3.35** 

D 6.72 13. 10 196 7. 18** 

Bid to 
c 

zero R 13.6 17. 91 167 9 . 85** 

Zero bidders R 5. 77 28.36 49 1 . 4~ 
**Significant at the 0.01 level using a two-tail test. 

1
astandard deviation = v- 2.(Xi - X) 2 where x is the sample mean and Xi is the

n-1 

observation for individual i and N is the sample size. 


bFor the nul l hypothesis that the population mean is zero. 

cln this case the initial level of risk was vaguely defined . It was described 
as positive, greater than their natural state but not specified. This outcome 
resulted from the effects of our design and the sequence of responses to it 
that individuals could make with each design poin t . 
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Differences in the information provided to respondents in the two ques­

tionnaire versions could account for the significant different option price means 

for intrinsic values. That is, the direct question version notified respondents 

in advance that they would be asked to bid for two distinct risk decreases 

for their household and then an additional amount for reducing the risk of 

exposure to hazardous wastes for fish, wildlife, and plants. In effect, these 

respondents might have been able to mentally allocate their respective total 

valuations between risk reductions for their household and ·those for critters, 

r~sulting in lower amounts for critters than in the ranking version where there 

w13s no prior notification. This could imply a variation on Tversky and 

Kahneman's (1981] "mental accounts" concept is operating. 

Other possible explanations are possible for these results. For example , 

a simultaneous equation model of the decision process for valuation responses 

for the respondents in the direct question part of the design who were pre­

notified of the bids to be requested may help to explain their behavior. In­

deed, both Smith (1984] and Hanemann (1985] have argued for the need of 

such models in analyzing contingent valuation responses. 

An alternative explanation may lie in a basic assumption of any analysis 

of mean values: differences in the characteristics among individuals are not 

important. Relaxing this assumption is a high priority for future research 

aGtivities, especially given the sensitivity of the "use values" for risk reduc­

tions that is discussed in Chapter 13. While many of our explanations are 

v~ry speculative at this juncture in the research, the quality and diversity of 

information on intrinsic values merits more intensive investigation than is now 

possible. 

11.11 IMPLICATIONS 

Given the objectives of this chapter, a summary of our results seems in ­

appropriate. Essentially, its purpose is to initiate the empirical analysis of 

the option price bids for changes in the risk of exposure to hazardous wastes. 

In achieving its purpose, the chapter has stressed the importance of the fram­

ing of the contingent commodity for interpretations of the contingent valuation 

results. 

Overall, the results described in this chapter indicate that further re­

siarch is clearly warranted. Our examination of protest bidders revealed an 
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overal I rate of protest bids that is most encouraging. These bids accounted 

for only about 15 percent of our valuation responses. Had respondentJ been 

completely unable to deal with our interpretation of hazardous waste as al risk, 

we would have had a much higher rate of protest bids in our sample. While 

the findings on protest bidders do not necessarily provide evidence on the 

quality of the va l uation responses in the nonprotest component of the s j mple, 

they do seem to indicate that individuals did not reject the framing of our 

commodity as one involved with a risk change. Whether or not they experi ­

enced difficulty in processing the framing information is a crucial objecti ve of 

any subsequent empirical analyses. 

While the option prices for risk changes do not appear to be consistent 

with our a priori expectation that risk changes from a higher initial level would 

be valued more highly, they are not implausible, especially if one accept s the 

view that individuals may perceive that state-dependent adjustments are easi­

ble. Nearly all mean bids are significantly different from zero. Clearly, addi­

tional analysis of the outlying responses and the differences among indiv,duals 

that may affect the mean bids should help to clarify some of the relatio ships 

between the values for risk changes and the initial levels of risk. 

Our preliminary investigations into the option prices motivated by intrinsic 

values are also encouraging. The relati ve sizes of the means compared to the 

use value means suggest that respondents understood the incremental nature 

of our design. The preliminary nature of our research in this area precludes 

further general conclusions. The plausibility of the responses seems to sug­

gest that efforts to model the nature of individuals' responses to these ques­

tions may be beneficial. 

Additionally, our preliminary results on the effect of certainty as ~ risk 

endpoint offer encouragement that the responses to this design question merit 

further attention. This implication also appears to hold for the questions that 

elicited changes in option price bids when specific risk outcomes , death from 

immune system damage and birth defects, are posed. 

Thus, the main implication to be drawn from these results is that consid­

erably more research is required to discern the patterns and processes that 

underlie these responses. Yet, the data seem capable of fulfi I ling at least 

some of the requests from both economic and psychological analyses. 
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CHAPTER 12 

OPTION PRICE RESULTS: PRELIMINARY REGRESSION 
ANALYSES USING UNRESTRICTED MODELS 

12. 1 INTRODUCTION 

This chapter presents our statistical analysis of how differences in Jhar­

acteristics among individuals may affect their values for reductions in the risk 

of exposure to hazardous wastes. The basic assumption underlying this ar-ia ly­

sis - -that these differences can influence responses--is an extension of\ the 

analysis of means presented in Chapter 11 , which assumes that the only 

sources of differences in valuation responses are related to the specified fea­

tures of the risk changes. That is, the analysis in Chapter 11 assumes that 

the level of the exposure risk , conditional risk, and size of the risk change 

are the only potential sources of differences in the estimates. Unfortunat ely, 

however, the results of our examination using the simple model are largely 

uninformative. Consequently, detailed interpretations of these findings are 

not presented. Instead, the chapter focuses on summarizing our attempt s to 

develop measures of several characteristics that our conceptual analysis, other 

literature, and the focus groups suggested would be important to underst~nd­

ing the valuation responses. The two main characteristics which organized 

this empi rical work are the household 1 s available avenues for adjustment and 

its health status. Fol lowing a discussion of the information available on t h ese 

issues, the chapter presents some illustrative regression results based on our 

use of the simple model . 

12.2 GUIDE TO THE CHAPTER 

Section 12. 3 of this chapter presents the simple model that provides an 

organizational structure for the chapter. Section 12.4 discusses the role of a 

household's avenues of adjustment in our analysis and describes several v ari ­

ables that are used to represent these avenues. Section 12.5 considers the 

influences of a household's health status on the valuation responses and details 
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our various alternative specifications of measures of health status. Section 12. 6 

presents our illustrative regression results for risk increases and decreases. 

Section 12. 7 summarizes some implications that can be drawn from this chap_ter. 

12.3 SIMPLE MODELS 

This section develops the underlying rationale for a simple model to ana­

lyze individuals 1 valuations of changes in hazardous waste risks. The model 

is primarily a heuristic device to reflect several major points from our concep ­

tl.\al analysis (see Part I) and some of the elements of our research design (see 

Chapter 7). This basic structure is then varied to attempt to reflect factors 

other than the risk change for the valuation responses. Nonetheless, all of 

the models considered are simplified in three respects: they are assumed to 

bJ linear in variables and parameters, they are used to examine values both 

for risk decreases and for avoiding risk increases, and they pertain only to 

use values. 

12i.3.1 The Model 1s Rationale 

The object for starting with a simple model is to guide the process of 

ex amining how differences in particular characteristics across individuals can 

in fluence their valuation responses. There are several reasons to test for the 

influence of these differences in respondents' characteristics for their respec ­

tive valuation responses. First, our conceptual analysis clearly indicates that 

on economic grounds individuals should differ in how they value changes in 

risk. This same conclusion can also be inferred from psychologists who sug­

gest that either differences in perceptions or differences in the ability to proc­

ess the information presented in our questionnaire should lead to variations in 

the valuation responses. Equally importantly, our experiences in the focus 

group sessions (see Chapter 8) suggested that variations in individual 1 s valua ­

tions could frequently be I inked to certain attitudes o r perceptions. For exam­

plj, individuals who expressed concern over the effectiv·eness of the govern­

ment in delivering the r isk change frequently gave low, or zero, va lues for 

reductions in hazardous waste risks. Additionally , the presence of children 

at home--and especially younger children--seemed to have a positive effect on 

valuation responses. Finally, participants who perceived that their genetic 

make-up or overall health status made th em more susceptible to experiencing 
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·

he health effects if exposed to hazardous wastes frequently expressed higher 

aluation responses. 

In summary, our conceptual analysis, the findings of psychologists related 

::> risk perception, and our focus group experiences point the way toward a 

1odel that can account for differences among individuals' attributes and per­

eptions in the formulation of their valuation responses. 

2.3.2 	 The Model 

The basic model used to begin our evaluation of the option price results 

described in Equation ( 12 .1 ): 

!lE = f(R, q, Z) 	 (12.1)I 

·here 

llE = 	 the contingent valuation response, which, based on the form 
of the contingent valuation question, is a constant, state­
independent payment (i.e., an option price). 

R = 	 postulated initial level of the individual's (or a family mem ­
ber's) probability of being exposed to hazardous wastes suf­
f icient to imply a second - stage risk, q, of death. 

Z = 	 a vector of measures of the individual's socioeconomic char­
acteristics, measures of attitudes toward risk , effectiveness 
of government, and information on the subject . 

his basic model is a first step in reflecting the implications of our conceptual 

lalysis. I t suggests that the individual's valuation, which is interpreted as 

1 option price, will be affected by the initial level of risk posed to the re­

)Ondent in the framing of the commodity. 

Generally, our conceptual analysis implies that there is a positive relation­

1ip between the option price bid and the initial level of risk including both 

le risk of exposure and the conditional risk of an effect given an exposure. 

hile the analysis of means presented in Chapter 11 finds that the conditional 

sk has a strong effect on the option price amounts, the direction of the 

'feet is the opposite of our a priori expectations. Ou r basic model, and the 

igression analyses that wil l be used with it, may help to evaluate whether 

1is effect stands up when the framework controls for differences in character­

tics among individuals. 
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Figure 12-1. Potential avenues for adjusting to risk exposure. 



fied in our conceptual analysis, but we were unsure how to elicit this informa­

tion in the survey. 

Instead, the survey requested information on activities individuals were 

currently undertaking (or had undertaken in the past). Some of these a tions 

were associated with perceived risks of exposure to hazardous wastes and some 

with the types of risk. Consequently, this chapter assumes that these re­

sponses provide an indirect indication of each respondent's potential for seek­

ing to adjust to the circumstances described in our contingent valuation ques­

tions. C learly, t h e specific activities undertaken in the past and the other 

variables used to measure this potential could not have been in response to 

our contingent valuation questions. 

Another limitation of our attempt to reflect these effects on individuals 

valuation responses stems from our understanding of what each individual's 

perceived avenues for adjustment might be. It is somewhat vague at best. 

Nevertheless, comments from our focus group participants can be interpreted 

as giving an approximate idea of how at least a few of these avenues right 

work. For example, participants frequently mentioned that they purchased 

bottled water as a way of avoiding exposure to hazardous wastes and other 

possibly harmful materials. Others said that they attended public meetings 

and workshops and sought out other information sources to better understand 

hazardous wastes and the ways of limiting their exposure. In particular, the 

Acton, Massachusetts, residents who participated in our focus groups stressed 

the re levance of both bottled water and better information as ways of avoiding 

risks. (See Desvousges et al . [1984b] for details on the Acton sessions. 

Also, see Chapter 10 for summary statistics on bottled water and information 

acquisition.) The regression analysis uses a qualitative variable to reflect 

the presence or absence of these two adjustment avenues for this household. 

Occupation selection and residential location are also avenues for adjusting 

to several types of risk including the possibility of being exposed to hazarrdous 

wastes. For example, white collar workers are likely to have very small risks 

of being exposed on their jobs, whi le the chances of exposure are probably 

higher for certain types of blue collar workers. Thus, individuals could re­

duce their exposure risk by their occupation choice. 

Additionally / it is possible that workers in technical occupations may have 

a better understanding of, and access to, information about risks. This may 
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b~ another way that occupation influences the perceived avenues for adjusting 

to risks. In our empirical analysis we developed several occupational classifi­

cations to try to account for these potential information differences. The ra­

tionale for this approach follows our earlier argument. These occupational and 

U)e differentials in risk and information on risk may have required some indi ­

viduals to consider adjustments to risk. Therefore, they have provided exper­

ience and familiarity with the process. This could as a result influence how 

they responded to the risk changes posed in our contingent valuation ques ­

tions. These were tried in the model both as an additive term and as an 
I 

interaction with the conditional risk. Unfortunately, neither was significant 

in any of the regression models. 

As noted in Chapter 1 and in the discussion of the property value model 

in Chapter 15, changing the location of one's dwelling could alter the risk of 

exposure to hazardous in several ways. For example, a move could change 

tt1e level of air quality and the source and subsequent quality of the drinking 

water. It also could change the flow of information available to the household 

should it move into a town in which the town council or newspaper provides 

information about hazardous wastes. As noted in Chapter 10, anyone moving 

to the town of Acton, Massachusetts, after it experienced a series of hazardous 

waste contamination incidents would probably have experienced a considerable 

increase in the flow of information on hazardous wastes. 

As a very crude attempt to account for the influence of the residential 

location as an avenue for information on risk and familiarity with adjusting to 

it 1 we have included qualitative variables for several of the towns in our sam ­

ple. The approximate nature of these qualitative variables is attributable to 

the possibility that they could also reflect some other town characteristic or 

h~usehold characteristic related to the town that are omitted from our model. 

Nf vertheless, improved modelling of this avenue may yield some substantial 

payoffs in future research because of the pervasiveness of residential location 

in the household's risk of exposure to hazardous wastes. 

14.s HEALTH STATUS 

I This section describes the potential effect of health status on individuals' 

valuations. It also provides summary information on the health status of our 

respondents. It concludes by discussing the analysis variables that were con­
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structed to measure the effect on differences in health status on individuals' 

valuations. 

12. 5. 1 The Role of Health 

A household's value for reductions in hazardous waste risks is likely to 

be influenced by its health status. Differences in value could be attrifuted 

to perceptual or economic factors, or both. For example, a household that 

has experienced the consequences of a disabling disease may place a very dif­

ferent value on risk reductions than one who has not. However, the implica­

tions of differences in health status are not clear on a priori basis. A h?use ­

hold with lower health status may perceive itself more predisposed to experi­

encing the health consequences of hazardous wastes and therefore have a rn igh­

er value for reducing these risks. Conversely, it may be willing to pa~ less 

for a risk reduction because it has al ready contracted a major disease, and 

any effects from hazardous wastes are viewed as of secondary importance. 

Or its poor health may have resulted in lower earnings for the household and, 

therefore, reduced its ability to pay for reducing exposure to hazardous waste 

risks. 

A behavioral model that includes a household's health status would seem 

a logical way to improve our understanding of the effects of this character istic 

on valuation responses. Unfortunately, such a model has not been developed 

for this phase of the research. Instead, we have tried several ad hoc specifi­

cations that include health status in our simple model. Nevertheless, our sur­

vey questionnaire does provide a substantial amount of information on the h~alth 

status of our sample individuals . Figure 12- 2 depicts the main health - related 

questions that were included in the questionnaire. 

Both self-assessed health status measures and objective health indic~tors 
were elicited in the questionnaire. The self assessment included the respond­

ent's rating of his health and a comparison of his health with others of the 

same age. Table 12- 1 shows the respondent's ratings for these two perceived 

health indicators. Generally, our respondents considered themselves to be in 

good health. Only 12. 7 percent of the respondents rated their health as fair 

or poor, while less than 6 percent considered their health worse or much worse 

than average for someone their age. 
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TABLE 12-1. SELF-ASSESSED HEALTH STATUS 


Own health compared 
Own health to others of same age 

Percent Percent 
Number of of total Number of of ~tat 

Rating respondents sample Rating respondents sa pie 

Excellent 278 45.8 Much better 97 16. 1 

Good 252 41.5 Better ·211 35.0 

Fair 60 9.9 Same 261 143.3 

Poor 17 2.8 Worse 31 5. 1 

Much worse 3 0.5 

Total 607 100.0 Total 603 100.0 

TABLE 12-2. QUANTITATIVE INDICATORS OF HEALTH STATUS 


Workda}:'.S missed in last 2 weeks Overnight sta}:'.S in hoseital 

Percent Perdent 
Number Number of of total Number Number of of total 
of days respondents sample of nights respondents sample 

0 560 91.5 0 538 87.8 

1- 2 25 4.1 1-2 16 2.6 

3- 4 5 0.8 3-4 15 2.5 

5-7 7 1. 1 5-7 15 2.5 

8- 13 3 0.5 8-14 16 2.6 

14 12 2.0 15-30 12 2.0 

Total 612 100.0 31-70 612 100.0 
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The questionnaire included the objective or quantitative indicators of 

health status shown in the right side of Figure 12-2 to supplement the per ­

ceived health information. These quantitative measures could be used either to 

verify the self-assessed health status or simply as alternative measures. We 

h ave used t hem to try to provide a set of more discriminating distinctions in 

health status. Nonetheless, future investigations may well consider the corre ­

spondence between perceived and objective measures of health and its imp lica ­

tion for the valuation of risk reductions using the two types of health infor ­

mation. 

Table 12- 2 provide summary information on our respondent's health status 

using the quantitative measures. Again, the respondent's appear to be in rea ­

sonably good health based on workdays missed and over night hospital stays. 

Less than 10 percent of the sample had missed a day of work in the 2 weeks 

Pf ior to their interview, while only 12.2 percent had spent any time in the 

hospital during the last year. Table 12-3 provides additional information on 

the incidence of six common diseases or ailments- - heart disease , hypertension , 

d iabetes, kidney troubl e , cancer or leukemia , and the effects of a stroke. * 

1f .5. 2 Health Analysis Variables 

To account for differences in health status among individuals we con ­

structed a variety of proxy variables. As noted earlier, these are largely 

ad hoc measures. The majority of the variables were qualitative, or dummy 

vf riables. These variables were used in regression models either to test for 

i~tercept changes or as interactions with the conditional risk variable to reflect 

possible influences on individua ls' percept ions of the events at risk. These 

health variabl est are as fol lows: 

A qualitative variable equal to 1 for status categories excellent 
and good and equal to 0 if respondent rated health either fair 
or poor. 

A qualitative variable equal to 1 if respondent rated health at 
least average in his age and equal to 0 if rated worse than 
average for his age. 

* Another possible issue for f urther research is to compare these quanti ­
tative measures with comparable measures from other health su rveys to better 
appriase the hea lth of our respondents. 

tAll l isted variables were used both as intercept shifters or as interactions 
wi th conditional risk. 
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TABLE 12-3. INCIDENCE OF SIX DISEASES 

AMONG SAMPLE RESPONDENTS 


Incidence 

Diseases Yes No Total I 

Heart disease 

Number 47 565 612 
Percent 7.7 92.3 100.0 

Effects of stroke 

Number 4 608 612 
Percent 99 .3 0.7 100.0 

Hypertension 

Number 98 514 612 
Percent 16.0 84.0 100.0 

Diabetes 

Number 15 597 612 
Percent 2.5 97.5 100.0 

Kidney trouble 

Number 28 584 612 
Percent 4.6 95.4 100.0 

Cancer/ Leukemia 

Number 17 595 612 
Percent 2.8 97.2 100.0 
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A set of qualitative variables interacted with the assessed health 
categories. 

A qualitative variable equal to the respondent had spent 7 or 
more days in the hospital during the last year. 

A set of qualitat ive varibbles interacted with days spent in 
hospital. 

A qualitative variable equal to 1 if the individual .was presently 
a smoker and equal to 0 if nonsmoker.* 

Qualitative variable equal to 1 of respondent or family member 
had experienced cancer or leukemia and equal to 0 if no inci­
dence of cancer. 

Qualitative variable equal to 1 if respondent had indicated inci­
dence of disease among family members and equal to 0 other­
wise. (Measures were constructed for each disease and across 
diseases.) 

Unfortunately, these efforts yield measures that were statistically insignificant , 

at conventional significance levels, determinants of option price. In fact, the 

vast majority of the variables showed virtually no relationship across all model 

specifications. t Presently, we are unsure whether or not this is attributable 

to the ad hoc nature of our variables.=t- If so, then dev,eloping a more formal 

model to reflect health status may be warranted. If not, the poor performance 

may be suggesting that there is inadequate variability in health status among 

oy r sample individuals for the differences to be significant. 

12.6 REGRESSION RESULTS 

This section presents some illustrative results from regression analysis 

w~ing the simple unrestricted model. The results are presented for both risk 

decreases and risk increases. 

I *The questionnaire contained detailed smoking histories. Future research 
may include constructing more thorough measures to indicate intensity of smok­
ing activity. 

I tSmoking was the only exception. In a few model s, this variable was 
si!jlnificant at about 0.15 levels. This suggests that attempts to improve the 
srrioking variable may be more fruitful than any with the other health variables. 

=tResolu t ion of this issue will require a review of the literature on health 
status and other behavioral decisions , such as participation in the labor force. 
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12.6.1 Option Price Results for Risk Decreases 

The option price regression results based on the simp le model in Equa ­

tion 12- 1 are presented in Table 12-4. Separate models are shown for the first 

risk change from Level A to Level B, for the second risk change from Level B 

to Level C, and for t he pooled sample of the two risk changes. Table 12-5 

defines the variables that are used in the models throughout this chapter. 

In general, the models do not explain a large percentage of the variation 

in the option price bids, and the explanatory power does not increase as more 

variables are added to the simplest version of the basic model. Neverthel ess, 

there are several features of the models that merit additional discussion. The 

relationship between option price and income is quite strong when each or the 

two risk changes is estimated separately and when estimated using the p<;>oled 

sample. This is consistent with our experience in the focus group sessions, 

and especially our videotaped interviews, in which respondents consistently 

mentioned that their income (and their expenses) was the most important factor 

they considered in forming their valuation responses. 

The level of the conditional risk also has a significant influence on the 

option price bids. As in the analysis of means in Chapter 11, the sign of the 

variable is the opposite of our a priori expectations. The negative sign on 

the cond i tional risk variable implies that the respondents with the lower risk 

level ( 1/ 20 in our design) had higher option price bids, all other things being 

equal. This inconsistency is explored more thoroughly in Chapter 13 in the 

analysis u sing the restricted models. 

The level of exposure risk does not affect the option price bids in any 

models estimated using samples compo?ed of either of t he risk decreases. liiow ­

ever, in the simplest model estimated on the pooled sample, there is a posi tive 

and significant relationship between increases in exposure risk and option 

price, which is consistent with a priori expectations. Yet this is the only Fase 

that shows any significant relationship. This lack of significance is also con ­

sistent with the analysis of variance results presented in Chapter 11. 

Additionally, the coefficient for the dummy variable for Versions 7 and 8 

has a negative sign and is statistically significant for the initial risk change 

(Level A to Level B). This suggests that the lower probability portion of 

the design was associated with lower option price valuation responses, which 
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TABLE 12·4. MODELS FOR OPTION PR ICES FOR RISK REDUCTIONS : COMMON SAMPLEa 

Model 
variables 

and Level A to Level B risk change Level B to Level C risk change Pooled risk changes 
summary 
slalislics 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 

INTERCEPT 7.249 
(1.458) 

25.284 
(2.738) 

30.845 
(2.815) 

29 .961 
(2. 650) 

29.601 
(2.592) 

4.536 
(1 .006) 

13 .270 
( 1. 709) 

16 .989 
(1.840) 

16.047 
( 1. 686) 

15.204 
(1.585) 

5.613 
(1.627) 

15.047 
(2.480) 

19.208 
(2.661) 

18.200 
(2.449) 

17 .614 
(2.348) 

EXP 0.041 
(1. 390) 

0.004 
(0.104) 

0.004 
(0.099) 

0.004 
(0.113) 

0.004 
(0.107) 

-0.006 . 
(-0. 117) 

-0.041 
(-0.745) 

-0.042 
(-0.751) 

-0.040 
(-0.714) 

-0.043 
(-0 .764) 

0.060 
(2 .648) 

0.040 
(1.603) 

0.040 
(-3.302) 

0 .041 
(1.643) 

0.041 
(1.616) 

COND -0. 109 
(-1.769) 

- 0.267 
(-2.911) 

-0.267 
(-2.885) 

-0.266 
(-2.890) 

-0.266 
(-2.884) 

-0.041 
(-1.368) 

-0.149 
(-1.944) 

-0.149 
( -1.941) 

-0. 149 
(-1.946) 

-0 .147 
(-1.917) 

-0.117 
(-2.886) 

-0.205 
(-3.322) 

-0.203 
(-3.302) 

-0.205 
(-3.317) 

-0.203 
( -3.302) 

INCOME 0.521 
(5.766) 

0.509 
(5.668) 

0.494 
(5. 412) 

0.492 
(5.367) 

0.489 
(S.304) 

0.356 
(4.479) 

0.353 
(4.441) 

0.353 
(4.450) 

0.350 
(4.373) 

0 .345 
(4.295) 

0.435 
(7.040) 

0.429 
(6 .937) 

0.421 
(6. 790) 

0.419 
(6.711 ) 

0. 415 
(6.621) 

VER78 -20.343 
(-2.310) 

-19. 933 
(-2 .260) 

-19.941 
(-2.258) 

-19.942 
(-2.254) 

-10.193 
(-1 .380) 

-10.307 
(-1 .394) 

-10.200 
(-1 .376) 

-10.286 
(-1. 386) 

-10 .874 
(-1.888) 

-10 .676 
( -1. 653) 

-10 .654 
(1.848) 

- 10.662 
(-1.648) 

N 
..... 
()1 

AGE 

NUMCHD17 

-0.119 
(-0.944) 

-0 .107 
. (-0.613) 

0.649 
(0.326) 

-0. 106 
(-0.801) 

0.666 
(0.333) 

- 0.091 
(-0.745) 

-0.079 
( -0. 6.31) 

0.666 
(0.423) 

-0.079 
(-0.631) 

0. 713 
(0.439) 

-0 .095 
(-1.064) 

-0.061 
(-0.882) 

0 . 762 
(0.577) 

-0.061 
(-0.673) 

0. 765 
(0.594) 

INFORM 0.986 
(0.244) 

2.554 
(0.743) 

1.616 
(0.591) 

R2 0.12 0 .13 o. 14 0. 14 0.14 0.09 0.10 0. 10 0. 10 0.10 .0.11 0. 11 0. 11 0.11 0. 11 

F 12.28 10.69 6.72 7.26 6.21 7.36 6.02 4.92 4. 11 3.60 19.85 15.85 12.91 10.80 9.30 

n 282 262 262 282 321 233 233 233 233 233 516 516 516 516 516 

aThe numbers in parenthesis below the estimated coefricients are t-statistics for the null hypothesis or no association. 



TABLE 12-5. DEFINITION OF VARIABLES 


Variab le Defini t ion 

COND-RISK 

EXP 

AGE 

SEX 

NUMCHD17 

I NCOME 

OWN/RENT 

EDUC 

INFORM 

CAUSE 

PUBMEET 

Acton, 
Peabody, 
Woburn , 
Wakefield , 
Stoneham , 
Wei Isley , 
Norwood, 
Franklin 

DUMR 

Condi t ional probability of death g iven exposure that was 
postulated to respondent, multiplied by 1,000. 

Exposure risk at the starting point for the risk cl ange 
(i.e., A for the first risk change , B for the second ) , r ulti ­
pl ied by 1 , 000 . 

Age of the respondent in years. 


Sex of the respondent, 1 = male, 0 = fema le. 


Number of children in the household under 17. 


Household income in thousands of dol lars. 


Qualitative variable = 1 if respondent owned his home. 


Categorical variable for last grade of school completed. 


Qualitat ive variable = 1 if individual recalled reading 
about 
hazardous wastes in news articles and the information in­
volved his town. 

Qualitative variable = 1 if individual had a particular cause 
of death in mind and 0 otherwise. 

Qual itative v ariable = 1 if respondent has attended a publ ic 
meet ing about hazardous wastes and 0 otherwise . 

Qualitative variable = 1 if respondent is a resident of the 
relevant town and 0 otherwise. 

Qualitative variable = 1 if respondent has received ra king 
question for risk decrease valuation. 
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is consistent with our a priori expectations. However, this relationship does 

not hold for the valuations of the second risk change, which suggests that 

respondents may have reacted differently to the lower probability versions for 

the second valuation. Equally important, the performance of this variable sug ­

gests that attempts to model how individuals process risk information differently 

may yield substantial dividends. 

In general, models estimated with the pooled sample have more significant 

coefficients at higher levels than do the separate models. Although due in 

part to the larger sample sizes, this suggests that more thorough investigations 

of the pooling issue seem warranted. (See Chapter 13 for some of our first 

attempts at examining issues related to pooling.) 

As noted earlier , our efforts to improve the specification using our simple 

unrestricted model were not effective. Table 12- 6 shows one model that in ­

cludes some of the additional variables for adjustment avenues, including resi­

dfntial location and health status. Again, income is the most significant ex­

p janatory variable in the equation. In addition, the qualitative variable for 

Acton is also positive and statistically significant across the three samples. 

This relationships is intuitively plausible. Acton residents with their greater 

awareness of hazardous wastes, due both to more information and the drinking 

water contamination, would more likely be willing to pay more to reduce haz­

ardous waste risks. Nevertheless, the qualitative variable for the Town of 

Woburn, which also has experienced problems with hazardous wastes, is not 

sign ificant. However, this lack of significance may be attributable to the rel­

atively few interviews conducted in Woburn. 

12.6.2 Option Price Results for Avoiding Risk Increases 

We also estimated the simple unrestricted model on the sample of option 

ice amounts for avoiding an increase in hazardous waste risks. (See Chap ­

t r 11 for the framing of the commodity for risk increases.) Table 12-7 pre­

increase resu lts for the same models presented in Table 12·-4. 

T e questionnaire elicited a valuation for only one risk change in this risk 

increase case. 

The pattern of the results for these models is very similar to those pre­

s j nted earlier. However, the income variable is again a significant determinant 

o the option price bids for avoiding risk increases. Additionally, the age 
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TABLE 12-6. MODEL FOR OPTION PRICES FOR EXPOSURE 
RISK REDUCTION - -COMMON SAMPLEa 

Model variables and Level A to Level B Level B to Level C Pool d 
summary statistics risk change risk change risk ch nges 

INTERCEPT 4.869 -5.767 0 . 124 
(0.329) ( -0 . 411) (0 . , 12) 

COND-RISK -0.092 -0.073 -0. 110 
(-1 .479 ) ( -1.389 ) ( -2.762 ) 

EXP 0.081 0.025 0. 1 ~6 
(1.362) (0 . 207 ) (3.2 7) 

AGE - 0. 102 -0. 116 -0.092 
(-0.664) (-0.832) ( -0.883 ) 

SEX -3.407 -6. 148 -4.763 
( -0.788 ) (-.696) ( -1.665 ) 

NUMCHD17 -0.597 -0.676 -0 . 481 
( -0.285) (-0.397) (-0 .3$0) 

INCOME 0.404 0.238 0.322 
(3.501) (2.523 ) (4 .289 ) 

OWN/RENT 5 .264 
(1 .060) 

7 .125 
(1.668) 

5.834 
(1.750) 

EDUC 0.509 0.975 0.660 
(0.648) (1.281) (1.200) 

IN FORM -8 . 487 -5.483 - 7. 1?8 
(-1 . 784) ( -1.332 ) ( - 2.236) 

CA US E -1 . 162 -0.919 -1.520 
(-0 .282) ( -0.264) (-0.555) 

PUBMEET 2 .486 8.702 5 . 5~5 
(0 .359) (1.588) (1 .248 ) 

Acton 17 . 826 10 .200 14.118 
(3 . 199) (2.240) (3.8?1) 

Peabody 17 .209 
(1 .011) 

23.928 
(1.601) 

19.550 
(1 .692 ) 

(continued) 
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TABLE 12-6 (cont inued) 

Model variables and Level A to Level B Level B to Level c Pooled 
15 ummary statistics risk change risk change risk changes 

Woburn 13. 194 19.811 16.613 
(0.857) (1.512) (1.613) 

'1a kefield -21.951 -7. 196 -16.641 
(-1.179) (-0.283) (-1.105) 

Stoneham 34.023 43.553 39.659 
(1.018) (1.713) (1.867) 

l ellsley -31.109 
(-1.599) 

-1 7. 138 
(-0 . 672) 

-25.808 
( - 1.723) 

Norwood 25 . 380 31.308 27.600 
(1.507) (2.087) (2.407) 

J ranklin 35.583 -16.113 7.059 
(1.356) (-0.877) ( 0 .462) 

Poor health 0.193 1.387 0.536 
(0.032) (0.239) (O. 127) 

J2 0.20 0.20 0.19 

J 3.23 2.61 5.59 

~ 240 230 470 

a'rhe numbers in parenthesis below the estimated coefficients are t-statistics 
~or the nul I hypothesis of no association. 
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TABLE 12-7. MODELS FOR OPTION PRICES FOR 

AVOIDING RISK INCREASESa 


Model 
variables 

and 
summary Level X to Level Y risk change 

statistics 1 2 3 4 5 6 

INTERCEPT 14.653 28.759 33.043 30.726 30.525 36.996 
(1 .156 ) (2.04) (2.279 ) (2. 120) . ( 2 .089 ) ( 2.522 ) 

EXP -0.011 -0.096 -0. 101 -0. 103 -0 . 106 -0.032 
( -0.465) ( -0.042) ( -0.426) (-0.438) (-0 . 446 ) (-0.137 ) 

COND -0.013 -0.013 -0.020 -0.027 -0 .028 -0. 220 
( -0. 118) ( -0.113 ) ( -0. 176) ( -0.247) (-0 .248 ) ( -1 .704) 

INCOME 0.654 0.620 0.625 0.601 0 . 600 0.601 
(6.547 ) ( 6. 162) ( 6.213 ) (5.948 (5 . 935 ) ( 5.993) 

VER78 -15.551 -14.197 -14.761 -15.630 -15 . 675 -21.887 
( -1 .249) ( -1 . 144) ( -1.189) (-1.264) (-1 . 265 ) (-1.754) 

AGE -0. 309 ­ -0.355 -0.352 -0 . 350 -0. 341 
( -2.266 ) ( -2.509 ) ( -2.500 ) ( -2 . 477) ( -2 . 431) 

NUMCHD17 -2 . 080 -2.585 -2 .606 -2 084 
( -1. 211) (-1.173 (-1 . 177) (-0 946) 

· INFORM 9.153 9 . 142 8 . 933 
( 2.073) (2 .068 ) ( 2. 037 ) 

CAUSE 0 . 500 1 689 
(0.114 ) ( O 386 ) 

DUMR 16 .225 
( 2.866 ) 

R2 0.10 0. 11 0. 11 0.12 0.12 0 , 14 

F 12.29 10 .95 9.38 8. 71 7.61 7 ,79 

n 444 444 444 444 444 444 1 

aThe numbers in parenthesis below t he estimated coefficients are t -statistics 
for the nul l hypothesis of no association. 
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variable is statistically significant in all models and has the negative relation­

~hip that we would expect. Older individuals would benefit considerably less 

from the reduction in a risk that will not be experienced until 30 years later. 

Models 4 through 6 also show that the inclusion of an adjustment variable for 

whether the respondent had recently acquired information about hazardous 

wastes in their town had a positive and statistically significant effect on the 

option price amounts. This also seems intuitively plausible. 

The qualitative variable (in Model 6) for the respondents who received 

the ranking version for t h e risk decrease questions is statistically significant 

with a positive sign. This effect may be attributable to the differences in 

the sequence of valuation questions. For example, in the previous section of 

the questionnaire, the ranking respondents were asked to value a reduction 

to zero for their household risks along with the intrinsic value question. Re­

spondents receiving the direct question version for risk decreases had been 

asked to purchase two different levels of risk reductions as well as the risk 

reductions for the ecosystem. The option prices for risk increases for ran king 

respondents may have been influenced in some way by the certainty question. 

If the certainty question elicited higher values, and if the respondents 
11 anch ored 11 on these higher values in responding to the risk increase question , 

then this may account for the differences. 

Alternatively, the ranking respondents may have been influenced by the 

~ollar amounts on the rank ing cards used in these risk decrease valuation ex ­

ercises. I f they anchored on the~e amounts, this also could have affected 

t h eir option price bid. Clearly, this is a question to be investigated further 

because it may enable us to understand the process individuals used in devel­

oping their va luation responses. 

12.7 IMPLI CAT IONS 

This chapter has discussed our largely unsuccessful attempts to use a 

simple model to examine the influence of differences in characteristics among 

individuals on option price values. The principal finding of the empirical anal­

yses of a large set of models (only a few of which have been discussed here) 

is that throughout al I the models income is an important determinant of the 

valuation responses. A lso encouraging is the better performance of the models 

estimated on the pooled sample of risk changes. Even without accounting for 
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unequal variances among individuals, the models are generally better than ones 

estimated on the separate risk change samples. This suggests one di r ec ti on 

for the further research that is presented in Chapter 13. 

Finally, the attempts to include variables on health status and quaIitative 

measures of the potential availability of avenues for adjustment in the basic 

model also were unsuccessful. The direction of further research involving 

these important considerations will require further evaluation of related re­

search and examination of the survey r esults. 
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CHAPTER 13 


VALUATION ESTIMATES FOR RISK REDUCTIONS: 

RESTRICTED MODELS 


1~.1 	 INTRODUCTION 

The purpose of this chapter is to report the findings of further analyses 

of the contingent valuation responses associated with individuals 1 valuations of 

risk changes. Our primary focus is on the reported val u ations for risk reduc­

tions; however, we also discuss some initial results on valuations for avoiding 

risk increases. This analysis is intended to suggest potential avenues for fu­

ture research with the contingent valuation data. 

According to the original design of our study, this report on Phase 

activities would have concluded the contingent valuation analyses with the re­

sults reported in Chapters 11 and 12. However, based on the inconclusive 

r~sults in Ch apter 12, we felt that the second phase of the project could not 

be adequately planned without some indication of the results of further analysis 

of the contingent valuation responses. Thus, this chapter examines three 

dimensions of this further analysis: 

1. 	 Respecification of the models for the contingent valuation re­
sponse to reflect restrictions imp Iied by the conceptual analysis. 

2. 	 Pooling of each individual 1s responses to two exposure risk 
change questions to determine the individual 1s comprehension 
of those questions. 

3. 	 Evaluation of the procedures for determining t he outlying re­
sponses to the contingent valuation questions. 

13 .2 	 GUIDE TO THE CHAPTER 

Section 13. 3 of this chapter provides an overview of the issues associated 

with the relationship between the conceptual analysis and the empirical modeling 

ofl the valuation responses. Section 13. 4 discusses four econometric qualifica­

ti0ns that apply to the analyses presented in this chapter. Section 13. 5 

describes our restricted model and presents estimates for models to describe 
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the marginal values of reductions in exposure risks. Section 13.6 perfo ms a 

test for the appropriateness of pooling samples of valuation responses. Sec ­

tion 13. 7 presents estimates for the pooled samp le that account for differf nces 

among individuals in their ability to comprehend the framing of the contir'rlgent 

commodity. Section 13 . 8 presents results for models of the payments to avoid 

risk increases. Section 13 . 9 evaluates procedures for determining influf n t ial 

observations, along with presenting some results of tests for thick-tailed dis­

tributions. Finally, Section 13. 10 suggests some implications based or) the 

results of this chapter. 

13.3 OVERVIEW 

Based on the conceptual analysis developed in Part I of this report, it is 

reasonable to expect that the initial level and the size of the reduction in the 

exposure risk as well as the specified level of the conditional probability of 

death given exposure would al l influence an individual 1s value of reductioh s in 

hazardous waste risks. For a variety of reasons, important among thenli the 

cost of the increased complexity in the questionnaire, our design was not suf­

ficiently detai led to allow all three of these aspects of the risk to be distin­

guished. Consequently, the proposed respecification of the model to be con ­

sidered in this chapter interprets the valuation responses as providing the 

information necessary for estimating the 11 arc 11 derivatives of the plahned 

expenditure functions described in Chapters 4 and 5. That is , · this respecifi­

cation interprets the contingent valuation questions as requesting the eq yiva ­

lent of a value for the derivative of the individual 1s planned expenditure func­

tion. This interpretation follows from the structure of the valuation questions. 

They present the individual with a risk change and as k that person to make a 

state-independent payment (i.e . , an option price ) for it. * T hi s approac; h is 

*The payment mechanism is explained as a change in pr i ces and taxes. 
It does not identi fy all the specific commodities whose prices would increase. 
It does att empt to indicate that one could not choose to consume them and 
avoid the problem. Thus, our objective was to give the impression of con $tant 
increment in the effecti ve cos t of living and taxes to individuals regardles s of 
the state of nature. To the extent individuals felt that changes in the compo­
sition of their budget would be possible or other state dependent planned 
expenditures could be made, then the valuations do not correspond to an option 
price measure of tne risk change. Rather they are a change in the planned 
expenditure function associated with the perceived mechanisms for adjustmen t. 
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equivalent to restricting the role of the exposure risk reduction as a determi­

nant of individuals 1 valuation responses. 

The second dimension of further analysis evolves from the psychological 

literature on behavior under uncertainty and our experience with individuals 1 

own interpretations and explanations for their behavior in these circumstances 

during the focus group sessions. When confronted with decisions involving 

uncertainty, individuals comprehend the questions d ifferently and, given the 

fixed time interval of an interview, may not respond as we would expect 

a priori. Although this is not a new insight, it must be considered if we are 

to represent these responses within a single model. 

While our survey format gave each respondent the same amount of explan­

atory information, we can expect that some individuals' responses will yield 

more reliable information due to their varying abilities to understand and to 

answer the questions. This expectation is based on a simple, and somewhat 

informal, model of the response process, which assumes that each individual's 

va luation response has two components. One component is systematic and is 

influenced by the information provided and the questions asked, as well as by 

tl"'!e standard socioeconomic variables. The second component is purely ran­

dom. To evaluate the reliability of respon ses, we assume that the greater the 

individual 1s understanding of what is asked, the smaller, ceteris paribus, wi II 

be the variance in the random error as a fraction of the variance in valuation 

responses.* To gauge the relevance of this logic to the survey responses, 

sufficient information is needed to estimate these error variances for each 

respondent. With several assumptions, our research design permits some crude 

estimates of these variances to be developed.

J In the survey design, each individual was asked to provide valuation re­

s1onses for two changes in the exposure risk--from an initial level (Level A) 

to a level ( B) that was one-half the initial exposure risk and then to a level 

(C) that was 40 percent of this intermediate level. If these two responses 

can be viewed as being determined by a single model, there is some basis for 

*This framework is broadly consistent with the framework recently dis­
c~ssed by Hanemann (1985] as a basis for modeling the process by which indi­
viduals form their contingent valuation responses. See Smith [1985a] for a 
discussion of the Hanemann framework. 

13-3 


I 



estimating the extent of conformity of the individual's responses to t hat model. 

In this framework, an observed lack of conformity, or large residual vari f nee, 

is assumed to stem from the individual's incomplete understanding the framing 

of the contingent commodity. Consequently, there is greater variance inl the 

random component of the valuation responses. 

By pooling responses for these two valuation responses, then, an A~tken 

generalized least-squares (GLS) estimator can be defined ~sing the resi~ uals 

from first-round ordinary least-squares ( OLS) estimates of the model to esti ­

mate the variances in the errors attributed to each individual 1 s respo~ses. 

While there are a number of qualifying assumptions underlying this approach, 

it nonetheless responds to the suggestions of economists and psychologist~ who 

have used experimental studies to investigate behavior under uncertainty. In 

most cases these analysts have commented on the differing abilities of ind"vid ­

uals to process information associated with risk. 

The third and final aspect of the extensions discussed in this chapter 

concerns the sample selection activities of researchers analyzing data from con ­

tingent valuation exper iments. Conventional practice has been to delete some 

responses, in addition to the protest bids (or refusals ),* as outliers or inef fec ­

tive participants in the hypothetical market assumed to be represented b y the 

con t ingent valuation question. There are a variety of explanation s for th is 

practice. (See Randal I, Hoehn, and Tolley [ 1981]; Desvousges, Smith, and 

Fisher (1984]; and Mendelsohn [1984] for discussion of alternative approaciies.) 

All acknowledge that this prescreening of the data relies heavily on the ana­

lyst's judgments as to responses that are inconsistent with the contingent valu­

ation framework based on some norm. Given the somewhat arbitrary natu ~e of 

these judgments, it is important to consider this activity as a sample selection 

process and to evaluate the rationale used in implementing the process as well 

as its implications for the results. Moreover, rather than automatical ly deleting 

the ·outliers, explicit consideration should be given to the tendencies for 

skewness and th ick-tailed distributions that have been observed as typic~ I of 

these studies. Consequently, in the final part of our discussion of con tin­

*See Chapter 11 for a definition and discussion of the characteristids of 
the individuals who provided prot est bids. 
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gent valuation data prescreening we discuss the use of 11 tests 11 for thick-tailed 

distrib u t ions on the valuation measures used in our models. 

13.4 	 ECONOMETRIC QUALIFICATIONS TO THE USE OF 
RESTRICTED MODELS 

While t his chapter focuses primarily on respecifying our contingent valua­

tion response model, several technical qualifications are relevant to using these 

models. Although we discuss these technical aspects ind iviqually, they should 

not be regarded as independent considerations. They are: 

1. 	 Treatment of nonprotest zero values . 

2. 	 Selection of a functional form for the model. 

3. 	 Interaction effects between the problems posed by missing val ­
ues for some variables (especially the attitudinal variables ) and 
the problem of model selection. 

4. 	 Model selection when respondents display differences in their 
understanding of the contingent valuation questions. 

13.4.1 Nonprotest Zeros 

As we observed in Chapter 11, there are a number of zero bids that are 

not protest bids among the valuations reported for both the first and the sec­

ord risk reduction questions. Tobin (1958] has shown that ordinary least 

squares on such samples wil I yield biased estimates. In addition, omitting the 

zej ro observations will not e l iminate the bias.* 

A Tobit maximum likelihood estimator offers one method for estimating the 

model. In their standard form, the assumptions for describing the likelihood 

function of the Tobit estimator are more acceptable when the bids are used to 

estimate the derivative of the planned expenditure function than when they 

are used as an option price equation. t While Tobit is an attractive approach 

I 
J *See Amemiya (1984] for a thorough review of the Tobit model and the 

irrip l ications of alternative treatment of the limi t observations. 

t Using a Tobit model for the levels of the valuation responses would face 
a conflict. The basic framework assumes that the true bids, y, are generated 
by a stochastic process, such as 

~ = x.a + €:. 
I I I 


but that we observe y, 


y. = 	y:+' (continued)
I 	 I 
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(and wi ll be pursued further in subsequent research), it imp l icitly a sumes 

that the zero bids represent the same level of understanding of the cont in gen t 

valuation questions as the positive bids. That is I al I observations are asr umed 

to come from the same framework with equal error variance. Thus , t he prob ­

lem posed by zero responses i s treated as one of observing not the true but 

the unknown values of the dependent variable for bids less than and/or equal 

to zero. If there is reason to ex pect differences in these individuals 1 under­

standing of the quest ions relative to other respondents, i t may not be T rea­

sonable assumption. Consequently, the first an d the last prob lems are rel , ted. 

In this chapter , we use the OLS estimates to gauge the likely importance 

of each o f these problems as well as to evaluate the potential 11 payoff 1 (in 

terms of increased understanding of the factors influencing an individua1 1J mar­

ginal valuation of a risk reduction ) before formulating a specific estimat or to 

take account of any one of the problems posed by the survey responses. How ­

ever, it is important to consider the likely consequences of using OLS when 

T obit i s appropriate. In simple cases, this is possible. For example , under 

the assumption that the independent variables are normal l y distribute~ and 

the error fol lows an independent normal distribution, Greene [ 1983] has shown 

that a consistent estimate of the slope parameters can be derived from the O LS 

( continued ) 

when y~ > 0 (or equivalently some constant y in both cases ) , and 
I 

y . = 0 when y"'!'- < 0 
I I ­

The two simplest versions of Tobit are distingu ished b y whether or n o t w e 
observe the values of X when y* < 0. With observation it is referred t o as 
the censored formulation; without observation the model is simply a trul'lcated 
regression model. What is at issue in our case is the interpretation of the 
zero responses. The valuation model may only be defined from zero to positive 
values. This would imply that 

X.a > 0 for al I i 
I 

and that individuals would not report negative valuations even as a result of 
random errors. Consequently, we might expect that a one-sided error jNOUld 
more appropriately describe the process. Censoring or truncating a nortma l ly 
distributed error is only one way of character izing a one- sided error. t here 
do not appear to be compel ling a priori reasons for pref erring i t to oth ers. 
These same considerations are not as relevant to the modeling of t he marginal 
valuation of a risk change where it might be reasonable to assume individuals 
would have negative margina l valuations. 
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estimates. The Greene approach simply scales the estimates by a constant that 

depends on the number of zero values for t he dependent variable i n the sam­

ple. This correction can be used to gaug e the asymptotic bias of the OLS 

estimator. In our case, with 18 percent zero bids, the asymptotic bias of the 

estimates of the slope parameters would be approximately 0. 22 (or 22 percent 

of the estimated value of the parameter). There are a number of reasons that 

this should be considered an upper bound.* Even so, it does not seem to 

pqse an enormous problem in relation to a large and complex set of economic 

is ~ues associated with valuing risk changes. 

13.4.2 Functional Form 

The second problem to be considered in deve loping these models arises 

from the conceptual analysis of the valuation of risk. For example, the de­

pendent variable in our respecified models i s an estimate of the marginal value 

o f a risk change , the change in expend i tures for a change in ex posure 
. k ~E

r1 s , ~R. I t is not a constant in R. Nor i s it Ii kely to be linear in R. Thus , 

our analysis considered a variety of functional forms for respecified models , 

inc luding linear and semi-log forms. It also considered models involving Box­

Cox transformations for both dependent variable and t he exposure risk measure 

to gauge the sensitivity of the results to the degree of nonlinearity incorporat­

e~ in the specification. t Although this analysis does not exhaust the potential 

a~proaches for evaluating the appropriate specification for the model, the semi­

lor specification w as accepted as a first step in modeling the nonlinearity in 

the valuation function. However, using the semi-log specification required a 

trFnsformation of legitimate zero bids, since ~~ = 0 in these cases. A small 

* This i.s the maximum proportion of zero responses. As the sample size 
declines because of missing observations fo r some of the risk perception and 
oth er demographic variables , some zero responses w i ll be omitted. 

t There are clear l y problems w i th the Box-Cox procedure. T he specifica­
t ion of the dependent variable is not cons istent with a continuous , normally 
dis tributed random variable. Since the normality assumption provided the basis 
fot' the definition of the likelihood function , i t would be incorrect to consider 
the Box - Cox estimates as maximum likelihood estimates. Nonetheless , this 
trr nsformation and iterative estimation of the transformation parameter has 
p~oved to be a fairly effective means of detecting nonlinearities. For discuss ­
iOlflS on both sides of this issue, see Amemiya and Powell [1981] and Spitzer 
[ 1i982]. 
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constant value (0.00001) was added to each estimate of the derivative to ensure 

that the log Of ~._.ER ) could be def·1ned · t h cases here · wou( in ose w the estimate Id 

be zero. 

Clearly I there are problems with both of these practices. For exarple I 

as noted above, the Box-Cox method is not a maximum likelihood approat h to 

model selection and is probably best interpreted as a diagnostic index of the 

performance of alternative transformations of the dependent variable in a 

model. Equally important, the displacement in the estimated derivatives lis ad 

hoc.* However, if the true specification is semi-log and the zero bids r f flect 

an inadequate or incomplete understanding of the contingent valuation ~ues­

tions, then this practice may actually be superior to a Tobit estimator. t Clear­

ly, there is no basis for evaluating this conjecture using the empirical esti­

mates. Further progress in selecting a specification and an estimatori will 

require a model that incorporates the prospects for zero responses and should 

be an important component of the research undertaken in the second phab e of 

this project. 

13.4.3 Missing Observations 

The treatment of missing observations poses an equally difficult i sue. 

There is a reasonably large body of literature on the treatment of mi sing 

observations and, in particular cases , some information on the relative perform­

ance of these approaches.t However, in all cases, these analyses assumk the 

true specification for the model is known. In our case, this may be a particu­

*There has been remarkably little attention given to this problem in the 
econometr ics literature. Presumably the reason for the lack of interest in this 
practical problem follows from the increased availability of maximum likelihood 
estimators for a wide range of limited dependent variable problems. Nonethe­
less, it is not unambiguously clear that these approaches will always be sJper­
ior to the use of OLS with adjustments. For some early discussion of this 
problem , see Johnson and Rausser [1971a], Burt [1971), Johnson and Rausser 
[1971b), and Hu [1972). 

t The performance of Tobit in the presence of heteroscedasticity depends 
on the characterization of the model of the error structure, the extent of dif­
ference in error variances, and the extent of censoring in the sample. This 
issue is discussed further in Section 13. 7. 

tSee Maddala [1977) for a reasonably good summary of this literature. 
The most detailed summaries of specific results are in Afifi and Elashoff (1966, 
1967, 1969). 
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lqi r problem because several of the risk perception and risk attitude variables 

each have a large number of observations with miss ing values. These factors 

are of considerable interest to our anal ysis, but often there is little a priori 

basis for specifying a role for these variables in relation to others. 

There are at least two ways to proceed in light of missing observations . 

First, we could reduce the sample size to the largest number with complete 

observations and use this set as the basis for comparisons of alternative model 

specifications. Unfortunately, when all attitudinal and risk perception measures 

a~e considered, this strategy could lead to the elimination of most of the sam ­

ple. Second, we could estimate each model on the sample of complete observa ­

tions for its variables. However , in this case, comparison across models re­

flects the effects of both the differences in specified determinants and the 

s~mple size changes. Generally, we have attempted both approaches where 

pbssible in order to evaluate the differences in conclusions implied by each. 

In particular , we will illustrate some aspects of these differences in our dis ­

cussion of the models used to describe the risk reductions individually (i .e. , 

from Level A to Level B, and from Level B to Level C). 

11. 4.4 Pooled Samples 

The use of samples that pool individuals' responses to the two risk change 

questions allows a GLS estimator to be applied to the pooled sample. With 

rather large differences in the estimated variances for the errors in responses 

a(:ross individua ls, there are potentiall y l ar ge eff iciency gains to be made in 

taking account of this heteroscedasticity. This can imply that models regarded 

a$ inadequate based on their OLS estimates can appear substantially improved 

with the GLS estimator. This divergence in performance impl ies that model 

evaluation using an estimator that does not take account of this heteroscedasti­

c ~ty may be misleading. 

In summary, our analysis does not resolve either this problem or any of 

the three problems discussed above. It identifies them as areas needing fur:. 

ther research before a "final 11 set of models that describe the factors influ­

et cing ind ividuals' marginal valuations of r isk reductions can be presented. 

T us, the results reported here suggest the potential importance of pursuing 

these refinements and the relative influence of each of the problems on the 

' r Tsults to date. 
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13.5 RESTRICTED MODELS 

The objective of the contingent valuation questions requesting individuals' 

bids for risk reductions was to estimate the value placed on increments i ex­

posure risk. However, it was recognized that where the process start 

what the individual assumes the exposure will imply should influence t 

sponses given . T he conceptua l analysis developed in Chapters 2 thro gh 6 

highlights both direct hypotheses for speci fi c variables and more indirect ex­

pectations for others. The presence of a wide set of these a priori ex~ecta­
tions implies that a multivariate statisti cal framework would seem to be essential 

to the development of a full understanding of contingent valuation results. 

13.5.1 The Model 

While our conceptual analysis and valuation concepts have been basl d on 

the expected utility model, the structure of the questionnaire and asso iated 

research design have attempted to provide sufficient flexibility to recognize 

the potential role of these findings. For example, throughout th is report, 

the d i scussions of individual decisionmaking under uncertainty recogniz~ that 

framing can affect decisions. Individuals may use "mental shortcuts, 11 or what 

Tversky and Kahneman [1_974) describe as heuristics, to derive answers. A 

frequ ent exampl e i s t h e use of a reference point or anchor from which final 

judgments might be made. The level of the initial probability of exposure (or 

some perception of what it is in the real world) might be serving as an aMchor 

for individuals' responses. I f it is reasonable to expect that individual s do 

engage in what Kahneman and Tversky [1979) describe as an editing phase- ­

i .e., organizing options and gauging probabilities before a choice is made. that 

is ultimately based on the weighted utilities for all the outcomes at risk-.-then 

variations in the set of probabilities presented to individuals along with t he 

specific inclusion of cases involving low-probabi lity events may increasJ our 

understandi.ng of this process. Moreover, under this view, attempts to deter­

mine respondents' perceptions of the events at risk should also be important 

to u n derstanding these va luation responses. 

and 

The basic model used in our further analysis of the contingent valuation 

results is described in Equation (13. 1): 
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oE LiE aR : LiR =f CR, q, x, z) , 	 ( 13.1 ) 

where 

LiE =	the contingent valuation response, which, based on the form 
of the contingent valuation question, is a constant, state ­
independent payment (i.e., an option price). 

LiR = the reduction in the likelihood of exposure to hazardous 
wastes. 

R = postulated initial level of the individual's (or a family member's) 
probability of being exposed to hazardous wastes sufficient to 
imply a second-stage risk, q, of death. 

X = 	a vector of variables describing the framing of the risk posed 
to each individual. 

Z = 	a vector of measures of the individual 1s socioeconomic charac­
teristics, measures of attitudes toward risk, effectiveness of 
government, and information on the subject. 

LiE
Our conceptual analysis suggests that, for an option price payment, LiR 

would increase with the level of the risk, R, and with income. The expecta­
LiE

tion for q would be the same as for R--a positive effect on LiR with increases 

q. However, our characterization of the relationship between the exposure 

and the event at risk is important to the equivalence of changes in R and q. 

In Chapter 5, we postulate that the health effect that could result from expo­

s~re to hazardous waste was assumed to be exclusively from that exposure. 

Wben there was no exposure, there was no risk of incurring the health effect. 

A change in this specification would alter the role of q in the planned expend i ­

ture function. For example, a simple reformulation of the problem would spec­

ify a nonzero risk of the health effect even when there was no 'exposure. 

T r is would replace Equation ( 5. 1) from Chapter 5 with Equation ( 13. 2) : 

. E~ = 	R[q V 1 (W 1 ) + (1-q) V 2 (W 2 )] + ( 1-R) [nV 1 (W 1 ) + ( 1-n) V 2 ( W2 ) ] ( 13.2) 

Rf arranging terms, Equation (5. 1) can be written as fol lows: 

EU = 	 ( Rq + ( 1-R )n) V 1 ( W1 ) + ( R( 1-q ) + (1 -R ) (1-n) ) V 2 ( W2 ) . ( 13.3) 

Under th is specification, the plan ned expenditure function would ill'clude 

n, and the behavior of ~~ with respect to changes in R and q would not be 

13-11 




equivalent. Indeed, this specification is similar to the form used for th ex­

pected utility in Freeman's [forthcoming b] definition of option price in the 

presence of both supply and demand uncertainty. Not only does this cJ~ange 
comp Iicate the analysis of our valuation concepts, but it implies that the alua­

tion of risk changes associated with hazardous wastes cannot be treated in iso­

lation from the other risks of death an individual faces. 

Based on the experience with contingent valuation experiments to 6ate, 

and especially the attempts to measure the value of one public good while 

recognizing the existence and potential for differences in the levels of ott ers, 

and based on the difficulties of communicating a single risk to individuals in 

the focus groups, this refinement seems beyond our current survey abil jties. 

However, this does not mean it can be ignored. Rather, proxy vari~bles 

reflecting an individual's health status, actions associated with other activities 

that affect the risk of death, and occupation (for job-related risks ) all can be 

considered in attempts to understand the valuation responses. 

Beyond these a priori expectations, our remaining hypotheses for vari ­

ables in the model are largely informal. Given the nature of the time ho~izon 
specified for the health effect to be fully realized (i.e., for the individual to 

die), we would expect that the payment would decrease with the individual 's 

age.* We also expect that it would increase with the number of childrJn at 

home. 

Since increases in risk aversion should increase the rate of change in ~~ 
with R, t we would expect that if a variable measuring an individual's desire 

*The reason for this hypothesis stems from our explanation of the ~vent 
at risk. It was suggested to each individual that exposure led to a ri sk of 
death in 30 years. O lder individuals may wel I condition their response based 
on their expected li fetime. Under this view, a 30-year-old individual a~ the 
time of the proposed exposure would be more concerned about this risk than 
one 70 years old. An alternative hypothesis, which was also supported in some 
focus group sessions, is that older respondents based their bids on concern 
for children and grandchildren. This might imply an interaction effect between 
age and size of extended family, especially if those family members l ived near 
the hazardous waste facility. 

tThis result can b.e seen with some manipulation of the second partial der­
ivative of the marginal valuation with respect to R when an option pri~e is 
specified as the payment mechanism. The slope of the marginal valuation func­
tion for an option price bid can be directly related to the Arrow-Pratt index 
of absolute risk aversion for one of the state-dependent utility functions. 
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to participate in gambles accurately measures risk aversion, then the estimated 

ir pact of this variable would be negative for ~~. This qualification is impor­

tant. To the extent individuals treat d i fferent types of risk differently, then 

we cannot expect that their responses favoring one form of risk - taking behav­

ior will necessarily transfer to another. Unfortunately, this implies that we 

cannot formulate a clearcut hypothesis on an index of risk-taking behavior 

without first accepting a questionable (based on an increasing body of psycho­

logical research ) assumption as a maintained hypothesis. 

I Several of these same issues are relevant to the 11 unrestricted 11 estimates 

and models presented in Chapters 11 and 12 and may partially explain the dis­

appointing experience with the models repor ted in Chapter 12. It is clear that 

prior information has a fairly limited role in determining the specific variables 

to be considered and the a priori expectations for their effects on the valuation 

responses. Consequently, analysis of these results requires searching a wide 

range of specifications and progressive refinements in the model formulation 

ased on the resu lts of that process. This is certainly not a new practice in 

empirical research in the social sciences generally and economics in particular. 

Nonetheless, it is a practice that has received increasing criticism. (See 

Leamer [1983] for a largely informa l discussion of the deficiencies in such con ­

ventional practices.) At the same time, to dismiss the practice completely is 

to reject the learning that can take place from such analyses of sample informa­

tion. This point was made by Theil [1961] 25 years ago. What is really at 

i t sue is explain ing t h e process used an d the factors in that process that might 

impinge on what are reported as the 11 final 11 r esults. 

The overall sequence of steps in our analysis of the valuation responses 

corresponds to the structuring of the three chapters that describe the results. 

The initial analysis was confined to evaluation of the summary descriptive sta­

t istics and test results in Chapter 11, then multivariate regression analysis of 

responses using models that were linear in variables and parameters. 

The results we now report are the beginning of the fina l stage of the process. 

As we noted at the outset, they involve restricting the form of the models used 

Wi th the survey data and reexamining the conclusions derived on the deter­

minants of the valuation responses. 
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13. 5. 2 Estimates for Marginal Valuation of Exposure Risk Reduction 

Table 13-1 reports a selection of the estimates for the semi-log mof els-­

i .e., the dependent variable is log (~~)--for the marginal valuation of risk 

reductions as a function of a variety of variables. The variable definitions 

are given in Table 13-2. Several general observations can be made wi~h re­

spect to these models. First, separate equations were estimated for th~ first 

and the second risk reductions proposed to each respondent. Second, iri con ­

trast to our discussion of the form of the model at the outset of this sef tion, 

the conditional probability of death given exposure to hazardous wastr was 

not included in any of these models. It was never found to be a statis~ ically 
significant determinant of the marginal valuation. Table F-1 in Appendix F 

repeats these models with this variable included. 

Overall, these estimates identify several statistically significant determi­

nants of the marginal valuations. Four variables deserve particular attention. 

Income is generally a significant influence on the marginal valuation. While 

there are two cases for the risk change from A to B where it would nbt be 

judged to be significant using conventional criteria, the estimated para~eter 
for income is quite stable across all models including those for the second risk 

change (i.e. , from B to C). 

The exposure risk is not a positive influence on the marginal val J ation 

as our theoretical analysis for the case of an option price predicted. Marginal 

valuations appear to decline with increases in the exposure risk, but do so at 

a decreasing rate. It should be noted that the deletion of the squared term 

for the exposure risk does not change the negative estimate for this t erm. 

This quadratic term was included in an attempt to investigate whether or not 

these reductions in marginal valuations were continuous over the fu ll range of 

probabilities we con sidered. The positive effect of the quadratic term would 

be consistent with a change in direction of the change in the marginal valuation 

as the level of exposure risk increased. 

This finding of a negative effect for the level of exposure risk was cl
1
early 

not expected a priori. While our conceptual analysis can provide an explana­

tion for this outcome, it requires that we assume individuals have opportunities 

outside those posed in the contingent valuation question to make state­

dependent adjustments in response to the risk changes posed to them. Thi s 
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TABLE 13·1. MODELS FOR MARGINAL VALUATION OF EXPOSURE RISK REDUCTIONS: COMMON SAMPLEa 

Model variables 
and summary Models for Level A to Level B risk t:hange Models for Level B to Level C risk t:bange 

s tat is tics 1 2 3 4 1 2 3 4 

Intercept 0 .214 
( 0.544) 

0 .156 
(0. 391) 

-0. 128 
(-0.259) 

-0 .268 
(-0 .544) 

0.095 
(0.215) 

0.080 
(0. 178) 

-0. 187 
(-0 .333) 

-0 .306 
(-0.536) 

EXP 

EXP2 

-0 .024 
( -2.913) 

0.054><10°3 

( l . 596) 

-0.024 
(-2.884) 

0 .054x10"3 

(1.586) 

-0.023 
(-2.799) 

0.052><10"3 

(1.513) 

-0 .022 
( -2.671) 

0.049x10"3 

(l.429) 

-0.045 
( -2.504) 

o .111x10"3 

(l. 217) 

-0.045 
( -2.511) 

0. 182x10 · 3 

(l.243) 

-0 .044 
(-2.443) 

0. 180xl0-3 

(1.212) 

-0 .042 
(-2 .330) 

o.112x10"3 

(1 . 157) 

NUMCHD17 -- -- -0.009 
(-0.093) 

-- -­ -­ -.003 
(0.025) 

INCOME 0.011 
(2.422) 

0.010 
( 2.235) 

0.009 
(l.769) 

0.009 
(1. 820) 

0.011 
(2 .389) 

0.011 
(2. 187) 

0.011 
( 1. 994) 

0.012 
(2. 197} 

VER78 1 .611 
(4.040) 

1.628 
(4 .056) 

1.642 
(4.062) 

1 .670 
(4.114) 

1.840 
(4 . 161 ) 

1.854 
(4.159) 

1.882 
( 4. 176) 

1 .938 
(4.250) 

Acton -­ 0.168 
(0.868) 

0.154 
(0.790) 

0.217 
(1. 088) 

-- 0 .185 
(0.879) 

0.168 
(0.783) 

0. 184 
(0.830) 

...... 
YJ ...... 
01 

Cambridge 

Kingston 

Salem 

--

-­

-­

--

-­

--

-­

-­

-­

0. 158 
(0. 347} 

1.408 
( 1. 143) 

0 .702 
(0 .972) 

-­

-­

-­

-­

-­

-­

-­

-­

-­

-0.274 
(-0 .609) 

1 .384 
(l .138) 

0.376 
(0. 525) 

Woburn -- -­ -­ 1 .020 
(l .375) 

-- -­ -­ 0 . 490 
(0.659) 

Age -­ -­ 0.005 
(0.651) 

0.004 
(0 .550) 

-­ -­ 0.006 
(0.703) 

0.006 
(0.634) 

GEFF -­ -­ 0. 131 
(0.293) 

0.030 
(0.066) 

-­ -­ 0 .622 
( 1. 256) 

0 .588 
( 1.152) 

RISK · ATT -­ -- 0.247 
( 1. 297) 

0. 291 
(1 .506) 

-- - - 0.024 
(0. 112) 

0.025 
(0. 115) 

REL-RISK -­ 0.008 
(0.575) 

0.006 
(0 . 441) 

0 .007 
(0.531) 

-­ -0.035 
(-0 . 495) 

·-0.089 
(-1.093) 

-0.078 
(-0 .944) 

R2 0.633 0.635 0.641 0.649 0.674 0.677 0.683 0.688 

F 75. 05 49 .930 29.942 23.482 70. 32 46 . 744 27.942 21.586 

n 178 178 178 178 140 140 140 140 

s2 1. 448 1.456 1. 469 1 . 460 1.37 1 1. 380 1 .397 1. 403 
·..: ~ - ~-=--.::-- --:=.=. --· -...,... :...--...~;;~-~ ~~.=. ::::":..;;..:....-:=.=~· -~~ ~~~=-===-~=-=~--·--

aThe number s in parenlheses below the estimated coerricients are t ·stalis lics for the null hypothesis or no association . 



TABLE 13-2. DEFINITION OF VAR IABLES 

Variable name Definition 

EXP 

NUMCHD17 

INCOME 

VER78 

Acton, Cambridge, 
Kingston, Salem, 
Woburn 

Age 

GEFF 

RISK-ATT 

REL-RISK 

COND - RISK 

INFORM 

GOVT 

Exposure risk at the starting point for the ri sk cJange 
( i .e., A for the first risk change, B for t he se{ ond) 
multiplied by 1,000. 


Number of children in the hou sehold under 17. 


Household income in thousands of do I I a r s. 


Qualitative variable that is unity for t he low probability 
design points (versions 7 and 8 of the contingent v 13 lua­
tion questionnaires) and zero otherwise . 

Qualitative variables that equal unity if the responden t is 
a resident of the re levant town, zer o otherwise. 

Age of the respondent in years. 

A qualitative variable measuring individual' s perce~tion
of government effectiveness, equal unity if government 
is considered not at all effective, zero otherwise. 

An index of attitude toward risk based on individual's 
responses to a hypothetical lottery with constant expected 
value; a value of unity corresponds to an individual who 
is perceived as Ii king risk, zero otherwise. 

A measure of individual's ability. to perceive risk; ratio 
of risk of death perceived by individual in comparison 
to es t imate of actual r i sk of death from accidents o l t he 
job. 

Conditional probability of death given exposure that was 
postulated to individual, multiplied by 1,000. 

Qualitative variab le = 1 if individual r ecalled reading 
about hazardous wastes in news articles and the in for ­
mation involved his town. I 

Qualitative va r iable equa l to 1 if individual received 
versions of the questionnaire wi th Section G specified 
as the Federal Government has decided to a l low the risk 
increase 
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explanation may be plausible. However, it is more difficult to interpret given 

the positive estimated parameter for the V ER78 quaIitative variable ( i.e., 

\.(ER78 = 1 for the low-exposure probability cases and 0 otherwise). Th is vari­

able was included to investigate whether the low-probability design points 

( i.e. , design points 07 and 08) elicited a different type of response than the 

higher probability cases ( i.e. , design points 01 through 06 ) . The posi t ive 

statistically significant coefficient for this variable with all models indicates 

t h at individuals appear to have a higher marginal valuation in these cases in 

oomparison to the higher probability cases (i.e., those with probabili t ies 10 

t~ mes larger). This does seem to conform with arguments of psychologists, 

most notably Kahneman and Tversky (1979) I that individuals have difficulty 

in dealing with low-probability events, and respond differently in these cases. 

Nonetheless , these findings must be interpreted cautiousl y . As we observe in 

Chapter 8 , risk circles were used to convey the probabilities associated with 

the risk reductions that were asked in each contingent valuation question. In 

t f e case of the low -probability design points, it was not possible to display 

J .arkened areas for all three probabilities. Figures 13-1 and 13-2 repeat the 

risk cards used for these design points. As shown, the combined risk circles 

are blank in all cases; respondents were told that the probabilities on them 

\-)'ere too smal l to display. Nonetheless , it may lead to differences in their 

responses in comparison to cases where probabi l ities can be displayed that are 

11ot easily ex plained within conventional mod~ls. 

I This difference in the materials used with the questionnaire for these low­

9 robab i lity design points was investigated in several video-taped interviews as 

part of the process of evaluating the final questionnaire . In those interviews , 

i t did not appear to influence the respondents' understanding of what was 

asked. However , this estimated positive effect could be a reflection of the 

difference in the materials used to explain the risk changes. 

Kahneman and Tversky's [1979] analysis would explain this positive effect 

t rough their probabi l ity weighting function, which is assumed to describe 

!low individuals translate probability information into their perceived likelihood 

or certain events. Instead of the objective probabilities used in the expected 

utility framework, the Kahneman-Tversky framework uses these weights to 

combine the values realized under different states o f the world . Based on 
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--

D-7 

D-7 

D-7 Card A-7 

Risk of Exposure 

1 

300 

(thirty-three 
hundredths 

of 1 percend 

Possible 
Pathways 

Risk of Exposure 

1 

600 
(seventeen­
hundredths 

of 1 percentl 

Possible 
Pathways 

Risk of Exposure 

1,500 

(seven-hundredths 
of 1 percent) 

Possible 

Pathways 


Risk of Death 
if Exposed· 

1 

100 

(1 percentl 

Heredity 
and Health 

Risk of Death 
if Exposed 

1 

100 

(1 percentl 

Heredity 
and Health 

Risk of Death 
if Exposed 

1 

100 

11 percent) 

Heredity 
and Health 

Combined Risk: 

Exposure and Death 


1 

30,000 

(thirty-three 

ten-thousandths 


of 1 percent) 


Personal 
Risk 

Card B-7 

Combined Risk: 
Exposure and Death 

60,000 
(seventeen 

ten-thousandths 
of 1 percent! 

Personal 
Risk 

Card C-7 

Combined Risk: 
Exposure and Death 

1 

150.000 

(seven 

ten~thousandths 


of 1 percent) 


Personal 

Risk 


Figure 13-1. Examples of low probability risk cards: design point 7. 
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0-8 

0-8 Card A-8 

Risk of Death Combined Risk: 
Risk of Exposure if Exposed Exposure and Death 

300 

(thirty-three 
hundredths 

of 1 percentl 

Possible 
Pathways 

Risk of Exposure 

1 

600 
(seventeen­
hundredths 

of 1 percent) 

Possible 
Pathways 

0-8 

Risk of Exposure 

1,500 

(seven­
hundredths 


of 1 percent) 


Possible 

Pathways 


1 

200 

(five-tenths 
of 1 percentl 

Heredity 
and Health 

Risk of Death 
if Exposed 

1 

200 

(five-tenths 
of 1 perc.entl 

Heredity 
and Health 

Risk of Death 
if Exposed 

1 

200 

lfive-tenths of 
1 percent) 

Heredity 
and Health 

--1 
60,000 

(seventeen 

ten-thousandths 


of 1 percent> 


Personal 

Risk . 


Card B-8 

Combined Risk: 
Exposure and Death 

120,000 
(eight 

ten-thousandths 
of 1 percent) 

Personal 
Risk 

Card C-8 

Combined Risk: 

Exposure and Death 


1 
300,000 

(three 

ten-thousandths 


of 1 percent.I 


Personal 

Risk 


Figure 13-2. Examples of low probability risk cards: design point 8. 
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their experimental evidence, Kahneman and Tversky have suggested that low 

probabi Iities are generally overweighted and high ones underweighted. 

An alternative exp lanation, consistent with the expected utility m del , 

would suggest that individuals have differential confidence in probabilities that 

are presented to them. That is, each is implicitly regarded as an esttmate 

with a corresponding density function. Low-probabi lity events are are. 

Therefore, it would be entirely reasonable to expect that they are less pre­

cisely estimated. This would imply greater second-order ur.icertainty wit the 

low-probability cases and the positive coefficient for VER78 as a reflecti n of 

individuals' responses to this perceived uncertainty. At this stage of our con­

ceptual analysis both of these explanations are observationally equiva ent. 

Further conceptual and empirical research will be necessary to explain these 

differential responses to the low - probability events. 

The remaining variables in these models do not appear to exert significant 

effects on the marginal valuations. Our age and number of children ( NUM­

CH 017) variables have estimated parameters that are incon sistent with our 

a priori expectations but are not significantly different from zero. The risk 

attitude (RISK-ATT) and risk perception measures (REL-RISK) are not sig ­

nificantly different from zero. A qualitative variable for whether the respf nd­

ents have little confiden ce in gqvernment effectiveness ( GEFF) does not apf ear 

to be a significant determinant of the marginal valuations. This finding was 

somewhat surprising because these attitudes were found in the focus groups 

to be closely associated with the ind ividual's wi l l ingness to support regula~ions 

that would reduce exposure risks from hazardous wastes. In effect, those 

individuals with confidence seemed more willing to believe that government 

could 11 deliver11 the risk reductions specified. 

Finall y, some of the models include qualitative variables for the tow 1 s in 

our survey area that had disposal sites with hazardous wastes as of 1982 ( see 

Chapter 15 for a specific identification). As we observe in Chapter 10 , there 

has been a great deal of information on hazardous wastes in this region. In­

deed, Acton residents in particular have had a decade of experience with con­

tamination episodes (see Table 10-4, for example). However, none of these 

town variables appeared to influence these marginal valuations. 
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The missing observations problem identified earlier can be easily illustrated 

with these results. All of the models reported in Table 13-1 for the first risk 

reduction (i.e., A to B) were estimated using the same sample by reducing it 

tQ the set consisting of complete information on al I of the variables of interest. 

Had the process been treated differently, the resulting estimates would have 

been quite different. Consider, for example, the simplest model for A to B 

in Table 13-1 (Model 1). Reestimating this model with the sample containing 

fl,Jll information for this variable produces the results in the first column of 

Table 13-3. There is a 58-percent increase in the sample size and substantial 

ch anges in the estimated parameters. The most notable of these is the cha nge 

in the magnitude and stati stical significance of the qualitative variable, VER78, 

intended to identify the responses corresponding to the low-probability sce­

narios. The same differences arise for the second risk change from B to C 

ahd are given in the second column of the table. 

It is also interesting to note that these results reinforce the inclusion of 

the linear and quadratic terms in the exposure risk. Clearly, if this simple 

specification is regarded as the final form of the model for the marginal valu ­

at ion of risk reductions, the results based on the larger sample would be pre­

f1rred. However, the decision is not as clear for t he problem of comparing 

results across models. As we observed earlier, there is the fu r ther problem of 

d i fferential understanding of what has been asked and the potential for heter­

oscedasticity. Indeed, this problem appears to dominate the missing observa­

tipn issue in terms of its importance for model selection. Thus, as a practical 

mf!tter, we shall argue that model comparisons should be based on the pooled, 

GLS estimates of each model. Only these estimates take account of the poten ­

tial for differential understanding across respondents and reflect the full avail ­

a~le sample information. Of course, these comparisons will need to recognize 

t~e potential effects of differences in the sample sizes for the apparent per­

formance of each specification. 

13 .6 POOLED RESPONSES OF RISK CHANGE VALUES 

The estimates reported in Tables 13-1 and 13-3 are not without value. 

T ey can be used to gauge whether pooling responses to the two risk reduc­

tion questions is warranted based on the estimated parameters for the variables 

of greatest interest to this analysis. That is, since we have argued that the 
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TABLE 13-3. MODELS FOR MARGINAL VALUATION OF EXPOSURE I 
RISK REDUCTION: SPECIFIC SAMPLEa 

Model 

Model variables Level A Lev.el B Pooled 
and summary to Level B to Level C risk 
statistics risk change risk change 

Intercept -3.124 - 4.090 
(-2.800) (-2.907) 

EXP -0.050 -0. 033 -0.032 
( - 2.218) (-0.560) ( -2. 148( 

3 3 3
EXP2 0.197X10- 0.168X10- 0.143X10~

(2.114) (0.350) ( 2. 156> 

INCOME 0.069 0.044 0.057J 
(6.026) (2.857) (6. 134~ 

VER78 0.074 1. 278 1. 131 1 
(0.067) (0.908) (1. 531 ~ 

R2 0. 151 0.074 0.104 

F 12.355 4.544 14. 872 

n 282 233 516 

52 18.326 23.937 20.952 1 

change 

aThe numbers in parentheses below the estimated coefficients are t - statistics 
for the nul I hypothesis of no association. 
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s~lection of a final model must be 'made within a framework that takes account 

o) the potential for differences in the understanding of the contingent valuation 

questions across individuals, we cannot select a specification based on the in ­

dividual responses to each question. To do so requires that we first test 

whether the model for responses to the first question appears different from 

t e model for responses to the second question. This type of test would in ­

volve a Chow test. However, it requires that the model specification be known 

in advance.* 

I For this preliminary analysis, we have used the T i ao-Goldberger [ 1962] 

tdst for stability in individual coefficients of a larger model across alternative 

estimates of that model (i.e., one for each sample). In this case, it provides 

the basis for comparing the models associated with the two risk changes. 

The specific test statistic is given in Equation (13.4): 

L (b. - b)2 
I P. ~i (T. - K)~j=1 • 1=1 JJTG = ( 13.4)

L L - 1 
L SSR. 

Jj=1 
where 

L = number of distinct models 

b. = OLS estimate of a parameter from the jth sample
J 

b = weighted average of the OLS estimate defined in (13.5) below 

T -1 

J J 
P. = diagonal element of (X X). for the relevant parameter 

SSR. = sum of squared residuals for jth sample
J 

T. = number of observations in jth sample
J 

K = number of parameters in each model . 

Equation (13.5 ) defines the weighted average of the OLS estimate: 

L 

I (b./P.)


J Ji=1b = (13.5)L 

I (l/P.)


Jj=1 

*It also assumes homoscedasticity in the errors. 
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Under the null hypothesis of equality of parameters, TG follows an F dis y ibu­
L 

tion with degrees of freedom (L-1) and 2: (T. - K). This test was appl i~d to 
j=1 J 

all pairs of parameters from comparable specifications for the models used with 

the two r i sk changes. The estimated parameters in Table 13-1 in Motjels 1 

through 4 for the risk change from A to B and those for the correspo~ding 
models for the change from B to C do not lead to rejection of the null hypoth­

esis of equality. Moreover, this conclusion does not appear to be affected by 

allowing the sample size to be different for each model. While we did notl con­

sider all of the models in Table 13-1, those that were considered, inclyding 

the models in Table 13- 2 , lead to the same conclusions. Consequently, on the 

basis of the available information, pooling the responses across the two risk 

changes should provide a reasonable basis for estimating the degree o re­

spondent comprehension of the contingent valuation questions. 

13. 7 RESTRICTED MODELS: POOLED SAMPLE AND GLS ESTIMATES 

Table 13-4 presents the estimated marginal valuation equations based on 

pooling the responses to the two risk change questions. Each model was esti ­

mated with the largest number of complete observations. Al I of the variables 

described for the ·i ndividual analysis of each risk change have been consid~ red, 
along with some additional variables that were not found to be statistically sig­

nificant in those initial specifications. They were reconsidered because we 

have argued that t he selection of a final specification requires that the hrer­

oscedastici t y induced by differences in the understanding of the contingent 

valuation questions be taken into account with model specification. The models 

in Table 13-4 represent the first step in the development of the GLS esti­

mates. They provide the basis for estimating the residuals associated with 

each respondent's valuation responses. For those individuals answering both 

qu~stions there are two estimates of the residuals. These are used to est imate 

the residual variance as fo l lows: 
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TABLE 13-4. ORDI NARY LEAST-SQUARES EST IMATES OF MARG INAL VALUAT ION MODELS: POOLED SAMPLEa 

Model variables 
and summary Model 

statist ics 2 3 4 5 6 7 

l(l tercept -4.090 -4.207 -2.853 -2. 271 -2 . 320 -2.438 -2 .311 
( -5.549) (5.708 ) (-3.625) ( -2 . 184 ) ( -2.193) ( -2.340 ) ( - 1.738) 

l ~COME 0.056 0.052 0.027 0.026 0.025 0.026 0.022 
(6. 134) (5 .470) (2.509) ( 2.277 ) (2.210) (2.240 ) ( 1. 910) 

E.XP -0.032 - 0.032 -0.021 -0. 017 -0.017 -0. 01 6 -0 .015 
(-2.1 48) (-2. 118) (-1.328) (-1. 063 ) (-1 .054) ( -0.966 ) ( - 0. 886) 

Ep< P 2 0.143><10- 3 0.1 41X10-3 0.087X10-3 0.075><10-3 0.075><10-3 0.071><10-3 0. 069'10-3 

(2. 156) (2. 131) (1.229) ( 1. 0S2) ( 1. 044) (0.984 ) ( 0. 948 / 

\/ER78 1. 131 1.153 1.976 2 . 144 2 . 148 2 . 138 2.036 
( 1 .531 ) (1.565) (2.525) ( 2.687 ) ( 2 . 687 ) ( 2 .654 ) ( 1. 851) 

Acton 0.923 0.588 0.583 0.787 1. 254 
(2.039) ( 1.258) (1. 245) ( 1.638 ) (2. li2 ) 

R EL- RISK -0.024 - 0.028 -0 .029 · 0 . 025 ·0 . 027 
( -0 . 742) (-o. 861) (-0.029) ( - 0.761) ( - 0.8211 

Age - 0.028 -0.029 -0. 032 -0 .026 
(-1.548 ) (-1.554) ( - 1 . 681 ) ( - 1. 328 ) 

RISK - ATT 0. 117 0 . 164 0.209 
(0.260) (0.361 ) (0. 456 ) 

GEFF 1 .895 1. 885 1.702 l. 502 
( 1.800) (1.786 ) ( 1. 588 ) ( 1. 369) 

Cambridge 0.901 1.235 
(0.839 ) (1 123) 

Sale m 1.783 l .82i 
(1. 090) ( 1. 109) 

Woburn 1.548 2.005 

lKingston 

(0. 932 ) 

3 . 778 

( 1. 188) 

4.652 
(1. 254} ( 1, $19 ) 

NUMCHD17 0 . 097 0. 103 0. 129 
(0.435 ) (0. 456) ( 0 .565> 

IN FORM -0.827 
( • 1.53J l 

CONO­ RISK · 0.003 
\ -0.312\ 

R2 0.104 0.111 0.090 0.107 0.107 0. 117 0. 123 

F 14 .872 12.80 7.45 4.874 4. 382 3.67 3. 156 

nl 516 516 381 375 375 375 375 

s 20.952 20 . 823 17.527 17. 545 17.589 17 . 549 li. 560 

aT he numbers below the coefficients are t-ratios for the null hypothes is of no associataon. 
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where 

k = the subscript to identify each respondent 

£ik = the estimated residual for respondent k to risk change 

I , [ i k = the average value of the residual for respondent k. 

Two estimates of these residuals were considered in forming the GLS esti ­

mates for each model. The first was based on the OLS residuals and th1 sec ­

ond on a scaled residual that, under the assumption of homoscedastic e~rors, 

would have a scalar covariance matrix.* Since there are not substantial drffer ­

ences in the resulting GLS estimates between th e two estimated covariar ces, 

only those based on the OLS residuals are reported in the following discussion. 

Before turn ing to the GLS results , aspects of these pooled OLS r l sults 

d eserve attention. Income remains a positive and statistically significant deter ­

minant of the marginal valuation. However, the estimated effect for income is 

substantially larger than those reported in Table 13- 1 with either risk change 

using the more limited subsets of the data. It is more consistent with thi. re ­

sults observed with the larger samples as reported in Table 13-3. In~eed, 

*The OLS residuals will not have constant variance. If e. 	 thedesignate~ 
OLS 	residual, the variance in e. is given as 

I 

I . 

a2Var (e.) = (1 -h .) ,
I I 


where 


T -1 T
h. = x. (X X) x. 

I 	 I I 

x. = 	ith row of matrix X 
I 

X = 	TXK matrix of regressors used in model to derive the rhodel 
used to form the OLS residual. 

The scaled residuals are the studentized residuals: 

e. 
Ie. = 

I s(i)~ 

where s(i) is the standard deviation of the residuals omitting the ith observa­
tion. If the error structure h as constant variance, the studentized resi~ua ls 
will also have constant variance. See Belsley, Kuh, and Welsch (1980) for 
further discussion. 
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tile pooled results for the simplest model are repeated in that table for com ­

parison purposes. The same pattern also characterizes the results with the 

ex posure probability variables for the models associated with responses to the 

first risk change question. The estimated parameters have the same sign pat­

t f rn but the absolute magnitude of t h e measured effects is larger for the model 

estimated with larger samples . The estimated parameter for the qualitative 

variable associated with the low-probability design points is also somewhat un­

stable across the alternative samples. However, in this case, the estimated 

parameters are larger with the smaller sample. Again, this problem seems to 

b k confined to the models for the valuation responses to the first risk change 

question. 

Table 13-5 reports the GLS estimates for the same models. Clearly there 

are rather substantial differences in the ability of the model to 11 explain 11 the 

d~terminants of these estimated marginal valuations. The absolute magnitude 

of the income effect tends to rise with the number of variables included in 

tt1e model, but in all cases falls within the range of estimates derived from 

the analysis of the subsamples with OLS . The absolute magnitude of the expo­

st re probability effects declines with the inclusion of additional variables . 

The signs conform to the earlier results. 

In contrast to those _earlier findings, a large number of factors appear, 

based on the GLS results, to influence the marginal va l uations. A f ew vari ­

alples will be discussed in particular . One notable change is the negative and 

st at istical significant effect for the conditional probability. Had we relied ex­

clusively on the OLS results, the models would have remained very simpl e 

(i .e., similar to Models 1 through 3 in Table 13- 5 ) . With the OLS results, 

t {his variable was never a statistically significant determinant of the marginal 

v luation. These estimates contradict ou r a priori expectations, indicating 

t at higher levels of " susceptibility, 11 as might be imp l ied by a higher condi­

ti nal probability, reduce an individual 1 s marginal valuation.* 

*They are, however, consistent with the results with the estimated means 
fqr the valuations of risk changes for the design points with comparable expo­
Sl;lre risk changes and differing conditional risks. See Chapter 11 and Figures 
11-7 and 11-8. 
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TABLE 13-5. GENERALIZED LEAST-SQUARES ESTIMATES OF MARGINA L VA LUAT ION MOOELSa 

Mode l variables 
Modeland summary 

statistics 2 3 4 5 6 t 
Intercept -0.018 -0. 165 -0 . 282 -0.665 - 0.761 ·2. 187 ·2. 36 

(-0 .074) ( -0.573) (-1. 003) (-1.944) (-2.286) ( · 7. 484) ( -1 0.380) 

INCOME 0.017 0.012 0. 019 0.039 0.038 0.049 0.051 
( 6.065) (4. 167 ) ( S.615) ( 12.418} ( 12.229) (18.284) <20.261 J 

EXP -0.051 
(-11 . 222) 

-0.043 
( -7.631 ) 

-0 .044 
(-9 . 116) 

-0.036 
( -8.304} 

-0.037 
( -8.732) 

- 0.025 
( -6 .880 ) 

-o.L11 
( - 1 4 .~2il 

EXP2 il.201 ><10-3 0 . 17Sx10-3 0.164><10-3 0 . 127><10-3 0. 130><10-3 0. 090x10·3 0.075 10· 3 

( 10.060 ) (6.451) ( 8.237) (7 .172) (7.441) ( 5.819) 

VER78 1 . 578 1.959 1 .623 1 . 456 1 . 445 1. 760 
(3.900) ( 3.587) ( S. 180) ( 5 .642 ) ( 5.737 ) (7. 351) 

Acton -0.487 0.218 0. 118 0. 301 
(-3.701) (1.660) (0.917 ) ( 2.204 ) ( 3. 99 ) 

REL - RISK 0.1 18 -0.044 -0.078 -0.049 -O.e49 
(3.324) ( -0. 700 ) ( -1 . 279) ( -0 .754 ) ( · 0. r59 ) 

Age -0.008 -0.010 -0.003 o.b1s 
(-1.302) (-1 .812) ( -0. 498) <2 .828 > 

RISK-ATT 0.554 0. 496 -0.()36 
(4 . 479) (4 . 058) ( -0 .187 ) 

GEFF 1.003 1 .014 0 . 796 1. 18 
( 2. 161) ( 2. 243) (1 .729) (2. 84 ) 

Cambridge ·0 . 229 
( -0.890) 

· 0.•42 
( -1 . 80 ) 

Salem 1 . 263 1. 49 
(1. 827) ( 1. 18) 

Woburn 1.277 0 . 91 
(2.422) ( 1. SS l 

Kingston 2.000 
( 2.121 ) 

3. 68 
(3. 58 ) 

NUMCH017 -0.235 ·0.179 · O. 43 
( ·3.799) ( -2 .893 ) ( ·2 . 164 l 

INFORM -0.~60 
( • 1. ~83) 

CONO· RISK -o . d10 
\ · 4j84 ) 

0.394 0 .264 0.555 0. 693 0 .708 0.787 0.98i 

F 75. 33 33.06 89.297 87 . 306 84.183 97.601 1552 :97 

n 467 467 363 357 357 357 357 

( 18. 02 ) 

0. 04 

aThe numbers in parentheses below the estimated coefficients are lhe ratios of the parameter estimate lo lhe estimated 
standard error and follow normal distribution asymptotica lly. 
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There are a variety of potential explariadons of these results, including 

irricomplete understand ing of the role of the cond i tional probability in the proc­

e~s; a form of cogn itive dissonance such t h at individua ls ass igned higher con­

ditional probabilities were unwilling to accept them as re levant to their specific 

c i rcumstances ; or the ability to take actions to mitigate the effects of these 

risks which implies state-dependent adjustments. Clearly, there may also be 

others. At this stage, we cannot discriminate between them. However , it 

should also be acknowledged that the negative sign for the conditional risk 

nieasure appears to be relative l y sensitive to model specification. Table F-2 

in Appendix F reports a selected set of the simpler models estimated with gen­

e~alized least squares but expanded to include this variable. 

The estimated effects for age and the number of children less than 17 

years old in our most detailed model (Model 7 in Table 13-5) are also contrary 

to our a priori expectations, although, in both cases, there are plaus ible argu­

~ents to explain these measured effects. For example, the larger the number 

ot children under 17, the greater the demand on household income and hence 

the lower the abi l ity t o pay. This effect could eas i ly be expected to affect 

bbth the level of feasible payments and the marginal increment to those pay­

ments with a further reduction in risk. 

The qualitative variable associated with the individual's lack of confidence 

in government's effectiveness has a positive and statistically significant effect 

o r the marginal valuation contrary to what we wou ld have anticipated based 

o r t h e focus group sessions. Of cou rse, it should be acknowledged that the 

cod ing of this variable focused on the lowest extreme in perceived ineffective ­

ness on a scale from 1 to 10. Further analysis will be necessary of the impli­

qitions of how this and other attitude variables are used in understanding the 

determinants of the valuation responses. 

One more encouraging result concerns information-related variables. 

Where the variables measuring familiarity with hazardous waste - -the information 

v~ r i able and the q u a I i ta t ive variables for residents in town s with h9zardous 

waste facilities--are statistical l y significant, they generally exhibit a plausible 

ai sociation with the marginal valuation. Neither the risk perception nor the 

r isk att itude variables were significant determinants of the margina l valuation 

i1 the most detailed model. While they did appear to be statistically significant 
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determinants for other specifications , the signs of the measured parameters 

changed with the model and were opposite to those in the most detailed mpdel. 

It is difficult to evaluate the implications of this instability with our avai lable 

information. 

However, in both cases, improvement in the information used in } hese 

measures is possible. At present the variables are fairly crude attempf s to 

reflect these influences. Other potential specifications for the risk atti tude 

information are possible and need to be explored. For example , the individ­

ual's perceived risk of a fatal accident on the job is compared with an ap1 rox­

imate estimate of the actual risk. This latter variable can clearly be imp oved 

upon. Moreover , greater attention should be given to individuals reactions to 

differences between their risk perceptions and risk information. These reac­

tions should be important to individuals ' valuations of risk reductions. d ver­

all , these findings are clearly supportive of the need for and potential p1y off 

to further research with these restricted models. It seems reasonab le to 

expect that this further analysis will need to incorporate explicitly adjustJrent 

for heteroscedasticity with the estimation of the model. Thus, application of 

a standard Tobi t estimator would lead to inconsistent estimates. Indeed, t here 

may be little basis for preferring this approach over GLS. Based on a much 

simpler model, Arabmaza·r and Schmidt [1981], for example, found tha"tl the 

severity of the impact of heteroscedasticity depended on the ·nature of the d if­

ferences in error variances and the extent of censoring in the sample. Vari­

ance differences less than a factor of two and/or censoring of more than half 

of the sample are the thresholds that they suggest. As we observed ea rilier , 

our sample clearl y falls within the range for censoring with 18 percent o ff the 

sample for the first risk change and a much smaller percentage of the p~oled 
sample exhibiting a zero bid.* 

* The. fraction declines with the pooled samples because of the quest ion­
naire design. If individuals responded zero to the first risk change, tthey 
were not asked the second risk change as a change from level B to C but Were 
asked instead for the complete change from A to C. These responses are 
analyzed d i fferently in our summary statistics. Therefore , we add t wo obser­
vations for all positive responses and only one for the zero responses, reduc­
ing substantially the share of the sample that is zero response. 
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At present the GLS sample is composed primarily of non.zero responses 

because of the question sequence . Only zero responses to the second risk 

change were included. A zero response to the first risk change altered the 

questioning format. Further analysis will be necessary to determine whether 

these observations can be included in the pooled sample. Regardless of the 

t r eatment of the zero observations, heteroscedasticity seems to be a very 

important problem. The differences in the estimated sample variances are pro­

nounced, greatly exceeding a factor of two. Nonetheless, with two responses 

per individual, it should be possible to develop a maximum likelihood estimator 

that accounts for the zero responses and the heteroscedastici ty. 

13.8 MODELING THE PAYMENT TO AVOID A RISK INCREASE 

This section presents some initial results from an application of the model 

for describing the estimated marginal valuations of risk reductions to the re­

quest for payments to avoid risk increases . These increases were described 

using t he same endpoints for the level of exposure probabilities as for the risk 

reductions. However, as described in Chapter 11, they were discussed in 

separate sections of the questionnaire. Individuals were informed that these 

were completely different situations. 

The des,ign of the questionnaire and the survey implies that all respond­

ents--i .e., the full sample--were asked a question indicating that a medium­

sized company was located in their town, 3 miles from their home. This com­

pany was described as producing hazardous wastes and disposing of them in a 

landfill on the site. Individuals were shown the risk card corresponding to 

the lowest level of risk in their design (card C for the contingent valuation 

qliestionnaires and card C for the contingent ranking questionnaires). A 

change in the volume of the wastes placed at the site was to be allowed. Thi s 

change was described as providing the prospect of increasing risk to the high­

est level for the particular design point (card A ) . Individuals were then asked 

w~at they would be willing to pay to avoid the increase in risk. These re­

sponses are the valuations considered in the models presented in this section. 

Two further points should be noted, when the risk change was explained to 

r j spondents, it was described as being permitted by "the government" or 

"your town council. 11 Recall that we discussed the implications of this distinc­
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tion for the mean bids in Chapter 11. (The complete text of the quest,on is 

available in Chapter 11.) 

We did not attempt a detailed analysis of restricted models for the Valua ­

tion responses for avoiding risk increases. Rather, we considered two is ues: 

(1) did the semi-log specification with the exposure risk measure perform as 

well as with the responses to realized exposure risk decreases; and (2) were 

the estimated parameters in these two models comparab le? To investigate hese 

issues, we considered onl y the respondents to the contingent valuation ques­

tions. 1n f urther research we plan to consider the other component or the 

full sample. 

Table 13-6 reports a sample of the estimated models. They · confo m to 

the simplest of the specifications used wtih the models based on the ris f re­

duction questions and include the Acton town variable only because of the 

amount of activity related to hazardous wastes contamination i n Acton. They 

also include a variable, GOVT, that identifies the individuals whose valuation 

question explained the increase in risk as due to "the government" ( i . e, 

GOVT=1 in these cases) rather than "your town council" (i .e., GOVT=O in 

these cases). 

Income , the qual itative variable for the low-probability design points, 

and the qualitative variable for residents of Acton are statistically significant 

in al I of the models considered. The four models in Table 13- 6 i I lustrat+ the 

general nature of the findings. While exposure risk has a negative effect on 

the marginal valuation that declines in absolute magnitude with the level of 

the exposu re risk as in the case of bids for risk reduction , neither exposure 

risk variable i s significantly different from zero. 

It is interesting to note that several of the estimated parameters in Qhese 

models are approximately the same order of magnitude as the parameters esti ­

mated for the risk reduction models in Table 13-3. The only notable excep­

tions are the coefficients for the exposure risk squared (EXP 2 ) and the quali­

tative variable for the low-probability design points. 

Under the assumption of independence, the Tiao- Goldberger [1962] test 

statistic was calculat~d to gauge whether each pair of these estimated coeffi­

cients would lead to a rejection of the null hypothesis of equality for the pop ­

ulation parameters . Based on these findings the nul I hypothesis could not be 

rejected. 
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TABLE 13-6. MARGINAL VALUATION TO AVOID RISK INCREASES 

Model variables Modeland summary 

statistics 1 2 3 


1htercept -5.439 -5.584 -5.527 - 5.641 
(-4.969) ( -5. 127 ) (-4.907) ( -5.036 ) 

INCOME 0.076 0.069 0.076 0.070 
( 6.823) (6.081 ) (6.820). (6.072) 

- 0. 106 -0. 102 -0. 107 -0. 1021XP 
(-0.960) ( -0.929 ) (-0.959) ( -0.929) 

E,XP 2 0.002 0.003 0.002 0.003 
(1.036 (1.009) ( 1.032) (1 .006 ) 

VER78 2.123 2. 141 2. 114 2.135 
(1.962) ( 1 . 991 ) (1.949) (1.981) 

Acton 1.234 1.227 
(2. 180 ) (2 .160) 

GOVT 0. 171 0. 111 
(0.343) (0.223) 

R2 0.192 0.206 0.193 0.206 

F 16.31 14.18 13.03 11.78 

n 278 278 278 278 

s2 17. 184 16. 951 17.239 17. 010 
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Clearly, there are a number of additional issues that must be addr . ssed 

with these valuation responses. The research to this point has not attempted 

to refine the models used for these valuation responses. It has not exploited 

the full sample or considered the full set of potential determinants of the mar­

ginal valuations for avoiding risk increases. Finally, as in the case o the 

models for the risk decrease bids, a Tobit estimator would be more approl riate 

for these models. However, in this case there is only one valuation resp nse. 

Consequent ly, if this model is assumed to be different from the relation hips 

describing the valuation responses for risk reductions, there is not sufficient 

information to take account of heteroscedasticity. Of course, based o ri the 

tests with the simple models considered to date, it would be desirable to con­

sider further testing to determine whether responses for risk avoidance seem 

consistent with a pooling of all three responses. 

13.9 	INFLU ENTIAL OBSERVATIONS, THE ROLE OF JUDGMENT 
I N SAMPLE SELECTION AND TH I CK-TAILED DISTRIBUTIONS 

All of the statistical analyses of the valuation responses in th i s report 

have used the full sample excluding only the protest bids. The protest bids 

were eliminated because a separate set of questions was used to determine if a 

zero bid was intended as a "legitimate" zero bid--i .e., it was all the indivldual 

could afford or it was what he felt the 11 commodity 11 was worth. (See Ch~pter 

11 for more details.) In this section we consider past practices used in ¢val­

uating contingent valuation responses to judge the individuals' acceptanqe of 

the contingent valuation questions and the corresponding definition of r ome 

observations as outliers, the treatment of outliers implied by the GLS es t ima­

tion of our models for the estimated marginal valuations, and the resul l s of 

several tests for the extent to which the contingent valuation bids appe r to 

come from thick-tailed distributions. This last issue was included i n our di s ­

cussion of outliers because it clearly relates to the plausibility of some o~ t he 

indexes used to judge these outlying observations , since symmetric distriibu­

tions have been assumed to characterize the bids. Equally important , given 

the sensitivity of Tobit and related maximum likelihood estimators to the di f tri ­

butional assumptions used in characterizing the model's error (see Goldber ger 

[1980] and Amemiya [1984]), the character of this distribution affects the 

potential for using Tobit (with an adjustment for heteroscedasticity) aJ an 

13-34 



alternative to a sample selection process that eliminates some observations as 

outI iers. 

1$. 9.1 	 Past Practices in Screening Contingent Valuation 
Responses for Outliers 

It has been common practice to reduce the samples derived from contin­

gent valuation studies by deleting what are judged to be outlying observations. 

The difficulty with this process arises in establishing some basis for defining 

these outlying observations. There are two general approaches in the Iitera­

ty r e: (1) a purel y statistical criteria that establ ishes a fixed boun d for 11 legit ­

imate11 responses (e.g., the va luation responses would be judged as legitimate 

if they lie within k standard deviations of the mean, where k is a fixed con­

stant ), and (2) a criterion that combines statistical and economic considerations 

by focusing on the effect each observation has on the percentage change in 

an estimated parameter that is hypothesized, based on an economic model of 

the valuation process, to be an important determinant of the responses. 

However, both appr oaches are ad hoc. They rely on analyst judgment. 

The first relies on an impl icit assumption that the distributions of the valua­

tion responses are symmetric and have finite variances. Presumably, th e 

rat ionale for a fixed bound follows from an assumption that responses outside 

the interval realized 99 percent of the time by nearly al I finite variance sym­

metric distributions cannot have been from individuals who understood or were 

wi l l ing to take seriously t he contingent valuation questions . * 

There are several problems with t h is approach. One of the most crucial 

is its focus on the va luation responses. By treating all bids as capable of 

being described by a constant mean distribution , the scheme ignores the role 

o other economic variables that we would expect to influence these b ids. ln­

cf me, for example, would be expected to influence the bids, leading to differ­

i1 g mean bids from households with differing incomes. Depending on the par­

t f ular application, there are Ii kely to b e ot her variables as wel I. With the 

p r esent study, measu r es of the character of the risk and t he risk change 

wou ld be ex pected on a priori grounds to influence the bids. This method 

I *Examples of this approach include Randall, Ives, and Eastman (1974], 
BJ.ookshire, 1ves ; and Schulze (1976], and Rowe, O'Arge, and Brookshire 
[ 1980). 
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has no systematic means for taking these influences into account. How ver, 

for a large value of k, the multiple of the standard deviation definin the 

interval for legitimcite bids, it is possible to indirectly reflect the role of hese 

other influences. 

A value for k is easily established for finite variance symmetric dist ibu­

tions. Consider, for example, the normal distribution. If the threshol ~ for 

legitimate responses is a 99-percent confidence interval, then k woul~ be 

three. By increasing k beyond three (many of the past contingent valuation 

studies have used ten) the analyst implicitly al lows for variation in the 171ean 

at the cen t er of the interval. This variation could be the result of inconie or 

other variables that described the respondent or commodity that was being 

valued. Of course 1 the difficulty with this adjustment is that its effectiveness 

wi II depend on the influence of specific economic variables on these mean bids 

and the extent of variation in these variables in any particular sample. This 

would imply that i t is not possible to define in advance a fixed criterio 'l for 

the size of the interval as a constant multiple for the standard deviation about 

the mean. 

The second approach proposes the use of regression diagnostics (see 

Belsley, Kuh, and Welsch [1980]) to gauge the influence of each observation 

by its percentage impact on the parameters of variables that can be specified, 

in advance, as potentially important determinants of the valuation responlses. 

In the first application by Desvousges, Smith, and McGivney (1983), this Iwas 

the estimated parameter for household income in a model for the option 9 rice 

bids for water quality improvements. A 30- percent change in the estimated 

parameter with the deletion of one observation was the criterion for identiftng 

the outlying observations. 

While this procedure is also ad hoc and to some extent arbitrary , it has 

some advantages over the first approach. First, it recognizes the potential 

for differing mean bids for individuals with differing incomes or other socio­

economic characteri sties. Second, it expresses the objective of the screening 

process as one of identifying observations that do not appear to be consistent 

with or to have accepted the contingent market. This is accomplished by 

focusing on the observation's influence on an estimated parameter of an eco­

nomic variable that would influence the bids if the respondents were provi~ing 
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t h eir actual valuations of the commodhy of interest. Finally, it evaluates influ­

en t ial observations within a framework that treats the bids as the sum of sys­

tematic and random components. The greater the size of the est imated residu­

~l's implied adjustment to the parameter, the larger will be the regression 

diagnostic. Large changes in the estimated parameters for important economic 

variables are treated as indications that t h ese observations may not be drawn 

from the same model. In effect, they may not have accepted the terms of the 

contingent market on the same basis as t he other respondents. Of course, 

~efining a large change is purely a judgment. However, the first application 

of this approach by Desvousges, Smith, and McGivney (1983) did acknowledge 

t he need to examine the features of the observations judged to be influential 

if) order to determine if there were similari t ies in their economic or demographic 

characteristics. 

Nonetheless, these advantages do not change the fact that the procedure 

is arbitrary. It uses an index of influence to determine observations that are 

judged to be inconsistent with the contingent valuation framework and clearl y 

requires analyst judgment. Mendelsohn (1984) has recently cri t icized the ap ­

f1roach on the grounds that an observation's infl u ence on income is "only of 

passing interest" to the objectives of most contingent valuation studies. He 

argued that the central objective of the scr eening should be to remove obser ­

vations that are incorrectly affecting the mean valuation. To meet th i s objec­

ve, he proposed using a set of variables associated with potential biases in 

t e contingent valuation responses (e.g., qualitative variables for the inter­~iewer, question format, and starting point, etc.) and relating them to the 

contingent valuation bids. Such models could then be used to predict what he 

referred to as the bias component of the contingent va l uation responses. Of 

cr urse, as he acknowledged, economic var iables could also be associated with 

incentives to provide biased responses. Hence, it is entirely possible that one 

could not specify any model that would isolate biases (as distinct from legiti ­

mate economic influences ) in contingent valuation responses. 

In addition, his specific criticism of the Desvousges , Smith, and McGivney 

[ 983) analysis apparently overlooked that al l of the variables t h at Mendelsohn's 

bias analysis called for were included in the option price equation used for 

the regression diagnostics. Thus, the calculations of Desvousges, Smith , and 
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McGivney for indexes of influence were providing a set of gauges of the error 

in the Valuation reSpOnSeS after taking aCCOUnt Of Specific SOUrCeS Of e r ror I 

such as the interviewer effects and form of the question. Mendelsohn's pther 

criticisms ignore the fact that the mean responses can be expected to change 

across respondents because of differences in their economic circumstances. 

Judgments on out l iers that ignore this feature of the process face the same 

problems we outlined for the statistical approach. 

13. 9. 2 Judging Influential Observations for the Present Study 

The regression diagnostic framework requires that we be able to sp cify 

a model to explain the character of the valuation responses. In the prr sent 

application, the role of important attributes of the contingent valuation commod­

ity and of economic determinants of the responses was not clearcut on a priori 

grounds. Use of one model as a standard to gauge the influence of observa­

tions relies on the acceptability of the general form of that model even if the 

statistical fit to the particular equation is not necessarily good. Since we have 

not completed the process of model selecUon, it would be premature to eval uate 

the sample responses for outliers. Our most detailed model does not irn;lude 

variables for the inteviewers and will require further analysis, both frot the 

perspective of considering new potential determinants of the marginal valua ions 

and reformulations of some of the existing variables to better understand hat 

they may be representing. This process is especially important where the esti­

mated parameters are found to be sensitive to the specification of other d j ter­

minants of the marginal valuations. 

However, our findings implicitly take account of the observed differentials 

in respondents' understanding or acceptance of the contingent valuation ques­

tions. This is accomplished in the weighting of observations according t d the 

estimated variances attributed to each respondent based on their bids ( and 

the associated estimates of the marginal valuations ) for the two risk changes . 

By pooling responses across questions, we imposed additional structure o rl the 

analysis of individuals who may not understand or accept the contingent alu­

ation experiment. It is possible to judge two of their responses in relationship 

to the model used to describe the marginal valuations of risk changes. 

Th is approach is consistent with the regression diagnostic format use(j in 

earlier studies, but does not eliminate observations. Rather, it gives them 
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small weigh t in the estimation of the marginal valuation models. Indeed, Leamer 

[ 1984) recently used a GLS framework to characterize regression approaches 

t~at discard or reweight outlying observations. By defining the variance­

covariance matrix as the sum of the conventional least squares weight ( i .e. , 

the identify matrix) plus a matrix that reflects the reweighting implied by 

iriformal approaches to treating outliers, he established that the corrected or 

reweighted estimates are adjustments to the OLS estimates of the parameters 

based on the judgmental criteria, the least squares residual for each specific 

olDservation, and values of the independent variables. Moreover, this approach 

cc;in be shown to be closely related to the Belsley, Kuh, and Welsch [1980) 

regression diagnostics for the selection of given criteria for influential observa­

tions. Of course, it differs from the regression diagnostic/outlier approach 

i'l its treatment of the summary statistics describing conti ngent valuation 

responses. That is, in Learner's case, these weights are used only in the 

regression models for the bids. They are not taken into account in calculating 

t i e estimated mean valuations reported in Chapter 11. 

Nonetheless, this approach offers an alternative basis for judging outlying 

observations. Further research will be needed to judge the plausibility of 

using regression diagnostics based only on one of the risk changes with the 

eJtimated variances that reflect the weight of individual observations. In addi­

tion, it will be important to evaluate the sensitivity of both approaches to the 

specification of the model used to describe the estimated marginal valuations 

o risk changes. Final ly, this further research must consider the economic 

and demographic featu res of the respondents whose valuations are judged to 

be outliers.* 

13 .9. 3 Some Preliminary Tests for Thick-Tailed Distributions 

A number of contingent valuation studies have found some evidence of 

bids coming from either skewed or thick-tailed distributions. t Distinguishing 

*If the detection of outliers can be done in a more systematic way, it 
should be possible to treat the problems it poses as analogous to t he se lectivity 
issues addressed .in many recent econometric analyses of survey data. 

tTh is was one of the observations made by the review panel for the state­
of the-arts assessment of contingent valuation methods (see Cummings et al. 
[1984) for more details. 
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the two features of distributions from sample information can be quite difficult . 

Both imply more weight in the tails of the distribution than one would el pect 

for a symmetric distribution such as the normal. Skewness arises whe one 

tail has more we ight than another. By contrast , thick-tailed distribution can 

be symmetric but have a flatter density at the center than the normal. 

The objective of this section is to report the results of several tests for 

the degree of thickness in the tai l s of the underlying distribution of valuakions 

for risk reductions based on the sample responses. Our· analysis has j been 

conducted using the valuation responses and the transformed measure o the 

marginal valuation used in our restricted regression models of the determi ants 

of the individual bids (i.e. , log ~~ ) . Based on Monte Carlo studies comp, r ing 

the power of five tests of nor mality against alternative distributions with ei ther 

lighter or heavier tails , Smith [1975] found the kurtosis (K), U ( Ut hoff 

[ 1970] ) , and V statistics were more powerful in detecting heavy-tailed distri ­

butions. The three statistics are defined as follows: 
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where 

x. 
I 

= ith value of the relevant response (i.e., valuation or trans ­

formed estimate of marginal valu at ion - log (~~)) 

x = samp le mean 

x = samp le median m 

R = sample range 

n = sample size . 

able 13-7 presents the estimates for each statistic using the actual bids in 

response to the first and second r is k reductions a nd for the case of avoiding 

risk increases . Using the empirical critical values reported in Smith [1975 ) 

for a 5-percent s ignificance level and a sample size of 100 observations as ap­

proximation s for the relevan t critical values, a ll three statistics would reject 

1 orma lity in favor of a thick-tailed ( or potentially skewed ) alternative distribu ­

t ion for al I three valuation responses.* These results should not be particular-

s urprising given that the valuation responses are truncated at zero and 

t ere is considerable heterogeneity in t he character of the risk c hange that 
} 

as presented to sample respondents. By contrast, when these tests are re­

peated using the transformed · measures of the marginal valuations, the conclu ­

sions are not as clearcut. These results are reported in Table 13-8. With 

tpe marginal valuations for risk reductions, two of the t hree statistics (i.e ., 

J and K) would not reject the null hypothesis of normality at the 5 - percent 

1¢vel. Only the U statistic wo uld call for a rejection. In the case of the valu ­

ation responses for avoiding risk increases, two of the three statistics (i .e., 

U and K) would call for rejection of the null hypothesis while V would not . 

*The specific values for t he estimated c r itical values by significance level 
a d sam ple size are: 

=0.05 =0.10 

n=20 n=50 n=100 n =20 n=50 n=100 
k 4.035 3.812 3. 670 3.651 3.543 3.375 
u 1. 382 1. 330 1. 304 1 . 346 1. 314 1. 291 
v 3. 101 3.446 3.720 2.936 3.273 3. 578 

See Smith [1975), p. 665. 
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TABLE 13-7. TESTS FOR THICK-TAILED DISTRIBUTIONS 

WITH LEVELS OF VALUATION BIDS 


a
These results relate to the sample of al I respondents. For the subsampl of 
individuals receiving the contingent valuation questionnaires, the results 
were : U =1.93, V =8.65, and K =20.98. 

TABLE 13-8. TESTS FOR THICK - TAILED DISTRIBUTIONS WI TH 
TRANSFORM ED ESTIMATES OF MARGINAL VALUATIONSa 

Test statistic 

Risk change 

First r isk reduc -
tion ( A to B ) 

u 

1.58 

v 

2.48 
3K J 

Second risk reduc­
tion (B to C) 

1. 49 2.26 2.57 

Avoiding risk 
increase ( C to A)a 

1 . 73 2.93 4.41 

a t.E !
These results are based on using log ( ~R ) as the transformed measure or the 

marginal valuation of each risk change. 
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There are several important qualifications to these findings. First, these 

tests are approximate and should be interpreted only as indicative of the pres ­

ence of thick-tailed distributions. They are not definitive. Measuring skew­

rjess and the degree of flatness of a densi ty near the center (or equivalently 

trickn ess in tai l s) is d ifficu lt. T he two phenomena ar e eas i ly confused by 

statistics intended to indicate their presence. Only a complete set of moments 

will determine a random variable's distribution exactly. 

Second, as we noted earlier, substantial differences in the valuation re ­

sponses in relation to the sample mean could be expected so lely as a result of 

differences in respond ents' income and the character of the risks asked of in ­

dividuals. To avoid this inherent heterogeneity in what individuals responded 

to, it would have been necessary to calculate the indexes for each design 

point. While this would not control for individuals' characteristics, it would 

ell iminate t he problems posed by het erogeneity in the r isk chan ges posed to 

individuals. Unfortunately, the sample sizes become quite small and the power 

of these tests correspondingly diminishes.* 

Finally, we could have used the residuals from a model that relates the 

va luation responses to what has been asked and to the features of the indiv ­

ibual. S ince our research has not identified a final model, the results with 

the transformed marginal valuation represent an intermediate position. That 

is, the estimation of ~~ controls for the size of the risk change. The logarith ­

"lic transformation also serves to r educe the skewness in the distribution of 

blids. 

Overall, these results seem to suggest that evidence of skewness and/or 

thick tails in the distribution of contingent valuation bids may well indicate 

tf'le need to pay more specific attention to the determinants of valuation re ­

sronses and to the specification of the functional form for the bid (in our case, 

o r tion price) models. Based on these preliminary resu lts, a thick-tai led dis ­

t ibution does not seem to be a likely characterization for the risk reduction 

r sponses. The results for valuations to avoid risk increases is more dispar­

a e. It may well be that these responses are more correctly modeled as arising 

f om a non - normal distribut ion . 

*See the Monte Carlo results in Smith (1975] as one example. 
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Further research into the characteristics of the residuals from formal eco­

nomic models for all responses will be necessary to complete a final evalu tion 

of this issue. 

13.10 IMPLICATIONS 

The primary objective of this chapter has been to exp lore the implications 

of using restricted models to summarize the valuation responses for the e po­

sure risk reduction questions on the questionnaire . These results were not 

intended to be final. Rather, our objective was to consider whether ~here 

would be a payoff to more restrictive modeling of the contingent valuatiol re­

sponses in terms of the increased understanding of the determinants of ind jvid ­

ual valuation of risk changes. I 
These restricted models were based on estimates of the marginal valurtion 

of the risk changes. After examination of a number of specifications, they 

were developed using a semi-log form. Based on these preliminary findings , 

the answer to the question of potential payoff to further research appea 1s to 

be clearly in the affirmative. Moreover, in the process of developing these 

estimates it has been possible to consider several additional issues. 

One of the most important of these issues involves the pooling of valu f tion 

responses across the two risk reduction questions. Based on the esti~ates 

for all of the models applied to the valuation responses for ris~ changes indi­

vidually, pooling appears to be acceptable. This implies that the two resporses 

can be used to gauge the variance in the errors associated with each respf nd­

ent. These variance estimates have several important uses. They permit the 

construction of a GLS estimator for the valuation models and may well p r ovide 

a superior method for identifying respondents who reject the contingent v , lua­

tion framework. 

Our analysis also considered the potential relevance of the model to the 

valuation responses for avoiding risk increases. Here our preliminary work 

has been more limited. The initial results with the application of these mddels 

was less successful. While they appear to indicate that income and the risk 

measures play the same role in determining the marginal valuations ( i.e., the 

null hypotheses of equality of their respective parameters could not be reject­

ed), this finding must be interpreted cautiously. Further analysis with the 
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f t ll sample of these responses and more extensive model specifications is clear ly 

arranted. 

Another dimension of our analysis involved reconsideration of the proce­

ures used for analyst intervention in deleting outlying contingent valuation 

responses, before analysis of the mean valuations or modeling and testing of 

the va luation responses in relation to other variables. After reviewing both 

approaches to this screening, including recent criticisms of the approach based 

on regression diagnostics, we used Learner's [1984] recent work to argue that 

a GLS estimator and t he d iagnosti c approach are closel y related. Hence, the 

G LS weights may well be the most appropriate basis for judging respondents 

ho have not understood or accepted the contingent valuation questions. 

Finally, our preliminary analysis of the extent to which the valuation re­

sponses appear to have been generated by thick-tailed distributions suggests 

that this problem cannot be considered independent of the modeling of the be­

havioral function that explains the determinants of the valuation responses. 

Further research with this informat ion will require refin ing the econo­

"1et ric methods used to ana lyze the responses, expI icitly taking account of the 

implications of zero bids for the selecting of probabilistic models of the data 

generating process as well as refining the character of the variables intended 

to measure the individual 's attitude toward information on and perception of 

r i sks. 
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CHAPTER 14 


THE USE OF CONT INGENT RANKING MODELS TO VALUE 

EXPOSURE RISK REDUCTIONS: PRELIMINARY RESULTS 


14.1 I NTRODUCTION 

The purpose of t hi s chapter is t o describe the design and resu lts from the 

c ntingent ran king component of our survey . The contingent ran king was used 

as an alternative means for eliciting individuals' preferences for reductions in 

the risk of exposure to hazardous wastes. This approach was first proposed in 

t 1 e economics l iteratu r e by Beggs, Cardel l , and H ausman [1981 ) as a method for 

mr asu ring the demand fo r new commodities. Subsequently I Rae [1981a I b) used 

it as an alternative to contingent valuation for measuring the benefits associated 

whh improving environmental amenities.* 

I Since its introduction to the literature, the approach h as attracted con ­

siderab le attention. However , to d ate, speci fic ap plicati ons using contingent 

r~n king for benefit est imation have been limited. Desvousges, Smith, and 

McGivney [1983] applied the method as part of their comparative evaluation of 

methods for estimating water quality benefits . More recently, the application of 

t~e method t o va luing visibility improvements in C incinnati have raised ques­

tipns concerning both techn ical issues in t he modeling and the estimation of 

contingent ranking utility functions and the sensitivity of the benefit estimates 

t the model selected to describe household rankings. Accordingly, there is a 

n ed for further research on both the performance of the contingent ranking 

m thod and, equal ly importan t, the cons istency b etween independent applica ­

ti ns of the contingent ran king and contingent valuation methodologies to value 

a specific amen ity change. 

*There has been some controver sy over the p lausibility of the resu lts 
d rived from con t ingen t r anking studies. Indeed, based on the sensitivity of 
t e findings of the most recent effort to use the contingent ran king approach to 
m del specification, the Electric Power Research Institute ( EPR I) has sponsored 
a reevaluation of the contingent valuation and contingent ranking approaches 
for estimating the values of changes in environmental amenities. 
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Most contingent valuation studies have been structured to describe a 

hypothetical market to the individual in a way that places that individual n an 

active role in the market--as a bidder for a specific outcome. That is r the 

valuation questions have requested bids from individuals for stated changei in a 

carefully defined commodity. In effect, the individual is confronted wit~ the 

propsect of being able to 11 purchase 11 t he change (if it is a uti l ity-enha111cing 

increment) or pay to avoid it (if it will decrease utility). 

In a few cases, notably Bishop and Heberlein [1979] ·and Bishop et al. 

[1984], the contingent valuation experiment has been structured so tha l the 

market outcome--a commodity (or change in a commodity )--and a price are pre­

sented to t he indi vidual ; then he is requested to accept or reject the s ated 

outcome. Contingent ran king can be viewed as an expansion on this second 

approach to describing the market. That is, several specific outcomes invo\ving 

payments and changes in the commodity (or outcome) of interest are presdnted 

to the individual as possibilities. Rather than requesting a single choice or a 

yes-no decision on each, the interviewer asks the respondent to rank the 

choices from most to least preferred.* These types of responses may well be 

easier for individuals to answer and, as a consequence, may lead to more 

accurate information than attempts to directly elicit individuals' valuations. t 
To date there has not been a direct comparison of the contingent valuation 

and contingent ranking methods using independent sample information .t As 

*All of the applications of the contingent ranking method have not allbwed 
individuals to suggest that subsets of the options being ranked would t je in 
their prefer ence ordering . Ties cannot be accommodated in the Beggs, Cardell, 
and Hausman [1981] formulation of the decision process. It is, however, pbssi­
ble to amend the framework to permit ties ( see Cox [1972]). This is a poten­
tially important addition to the method, because it appears that individuals 
undertake the rankings by first identifying the extreme alternat ives--the most 
preferred and least p re ferred cases--and move to the choices that are 1most 
difficult to order in the middle. At present the method requires individuals to 
order all. This may introduce greater error in the center of the ran king 
relative to t he extreme choices . 

tSee Hanemann [1984, 1985] fo r further discussion of the modeling of 
ind ividual s' responses to valuation questions. 

tThere was comparative information on the contingent valuation and ~on­
tingent ran king approaches reported in the EPR I-sponsored Cincinnati study . 
However , this material is not in the public doma in. Therefore, it cannot be 
reviewed at this time. 
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we noted earlier, in a study designed to estimate the· option price for water 

quality improvements, Desvousges, Smith, and McGivney [ 1983] used both t he 

contingent valuation and the contingent ranking approaches to elicit va lues for 

water quaI ity changes. However, al I individuals were asked both the contingent 

valuation and the contingent ranking questions. Consequently, we might expect 

that the responses to the first type of question asked would affect the 

responses given to the second. Indeed , the authors note that several 

individuals who refused to provide values for the water qyality changes in a 

cfntingent valuation format (which was administered first in their interviews) 

also recognized the contingent ranking questions as eliciting the same type of 

information and refused them as well. While there was a high degree of 

consistency in the two sets of estimates reported in their study, the lack of 

independence in their administration makes this finding difficult to interpret. It 

rnay simply indicate that individuals attempted to be consistent in their re­

sponses. 

Our survey design for the present study was structured to provide inde­

pendent conti ngent va luation and contingent ranking estimates. By separating 

the sample into two groups, one group (approximately 60 percent of the sample) 

receiving the contingent valuation questionnaires and the second receiving the 

contingent ran king format, it was possible to develop independent estimates 

from each approach for individuals' valuation of exposure risk reductions. 

J This chapter reports the preliminary results from an analysis of these 

c?nti n gent ranking responses and a simple comparative assessment of the va lu­

ation estimates implied by these unrestricted contingent ranking models in rela­

tion to the contingent valuation responses. It is described as preliminary for 

several reasons. First, the models used to describe individuals' ran kings of 

risk-payment combinations do not attempt to impose any theoretical restrictions 

on the functions estimated for the indirect utility functions. Second, our com­

parison of the valuation responses and estimates from the contingent ran king 

a~proach are designed as i I lustrative comparisons using the contingent ran king 

models to estimate the bids that are imp Iied for the contingent valuation re­

spondents. Our findings suggest that the relationship depends in important 

respects both on the benefit concept used and, especially , on the contingent 

ranking model selected for the comparison. 
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There are two aspects of these findings that should be noted. i rst, 

estimates of the mean (by town) changes in payment required to hold L)tility 

constant in the presence of a reduction in exposure risk, when positive, are 

generally larger than the contingent valuation responses for comparablei risk 

changes . Second, in an evaluation of two of the estimated contingent ra king 

utility functions for two specified exposure risk reductions and four su sets 

of the contingent valuation sample, only two cases fail to reject the null 

hypothesis that would suggest contingent valuation bids and the correspo~ding 
predicted contingent ranking responses for the same individuals cluster Jbout 

a 45° l ine . Of course, these results are based on fa irly preliminary m~dels 
for the random utility function that do not r eflect the restrictions one rp ight 

wish to impose based on theory. Nonetheless, they do permit standardization 

for individual respondents• characteristics through the process used to con­

struct the estimates of the payment changes which hold utility constant. 

Aside from this relative comparison of the contingent valuation and con­

tingent ranking findings for consistency, the results do confirm the earlier 

Desvousges, Smith, and McGivney (1983) finding that the contingent rariking 

framework was easily understood by respondents. Th is finding was anticipated 

prior to the survey. The experience with the focus group sessions usJd to 

develop the questionnaire and in · the pretest of the survey instrument both 

indicated that the ranking tasks were more easily accomplished by the ind vid­

uals involved. 

Section 14.2 begins the chapter with a brief review of the random u ility 

model and the issues that arise in applying it under uncertainty. This section 

also provides a description of the maximum likelihood estimator based on a legit 

formulation for the random utility model. In the third section the form or the 

ran king questions is d escribed together with the experimental design fo the 

survey u sing t he contingent ranking questionnaires. Section 14. 4 prer nts 

the resul ts. Beginning with some informal information on the patterns of rank­

ings that emerged from the survey, this section describes the estimated models 

used to int erpret the ran kings and discusses their sensitivity to specification 

and version of the questionnaire used in the survey. Section 14.5 outline$ the 

approach used to estimate the value of r isk reductions from these models and 

provides some comparative information on the relationship between these esti ­
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mates and the contingent valuation estimates for comparable risk changes. Sec­

t'.pn 14.6 summarizes the findings of the analysis and discusses their implica­

t1bns for further research. 

14.2 THE RANDOM UTILITY MODEL 

The random utility model has had the greatest application in model ing con­

sumer behavior with respect to discrete choices. These choices are assumed to 

involve some degree of indivisibility, so that conventional marginal analysis in 

describing the incentives to consumer choice is not directly relevant. The 

i0dividual is described as comparing a set of specific alternatives and selecting 

t~e one that yields the greatest total utility . In this framework the analyst is 

assumed to observe a set of individuals and t heir choices , but does not have full 

information on individual preferences. Behavioral observations are a set of 

trials, each one representing different individuals making choices. With 

assumptions concerning the distribution of types of individuals and information 

on the characteristics of the specific individuals who made particular selections, 

itl is possible to describe the conditional probability of the choice of the com­

modities of interest. 

To develop this framework in more specific terms, let Equation ( 14.1 ) 

describe individual i's .utility function for commodity j. Individual i 's charac­

teristics are described by a vector X., and t he attributes of the cor:nmodity by a 
I 

vector C.: 
J 

J 

µ(C., X.)
J I 

= v(C . , 
J 

X.) + e(C., X.)
I J I 

, ( 14.1) 

wr ere 

µ(. ) is the total utility provided to an 
from a commodity with C. characteristics. 

individual with X. features 
I 

has a deterministic component, v ( .) , and a stochastic component, e( . ) . To 

describe the conditional probability a commodity with attributes Ck will be se­

lected by an individual with characteristics X., we must specify that the prob­
1 

alt>ility µ(Ck, Xi) will exceed all the possible alternatives as in Equation (14.2 ) : 

µ(Ck , X. ) > µ( C , X. ) for all n l k (1 4.2 )
1 n 1 T 

o , substituting 
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v(Ck, Xi ) + e(Ck, Xi) > v(Cn' Xi) + e(Cn' Xi ) , 

Equation ( 14. 3) can be rewritten as 

v(Ck' X.) - v(C , X.) > e(C , X.) - e(Ck' X.) . 
I n I n I I 

By specifying a distribution for the stochastic component of utility, e(.), 

specific set of determinants for v(.), Equation (14.4) can be transformed 

a specific probability statement. For example, assuming that the e's 

independent, identi cally distributed Weibull distributions, then the probatji l ity 

expression for Equation (14.4) is given as follows: 

exp (v(Ck' X.))
I

Prob [µk > µn for all n ~ k] = (14.5 )
T 

( 4.3 ) 

and 

into 

f llow 

L exp(v(C , X.))
n I

n=1 

where 

T = all feasible alternatives including the kth. 

All of this framework has been developed with little direct specific tion 

of how the v(.) functions relate to the conventional theory of consumer ch+ ce. 

While in many applications the connection has remained loose, it can alst be 

argued tha_t for conventional choice problems under certainty, that v ( . ) is sim­

ply an indirect utility .function with the prices of commodities among the C . 
J 

and the individual's income among the X .. 
I 

The form selected for v(.) has generally been linear in parameters. 

Nonetheless, as McFadden (1981] observed, it is possible to impose the thef et­

ical properties of an indirect uti l ity function on v(.) by appropriately defi ing 

the roles for C . and X. in t he nonstochastic component of the uti l ity func ion. 
J I 

Once this framework is used to model decisions under uncertainty , the same 

observation can hold . For example, we might consider the two state case w t ere 

c j and c j correspond to the vectors of commodity specific variables in ach
1 2

state and rr., the probability of the first state. v(.) would then be descri bed 
J 

as follows: 

v(c
1

., c ., rr., X.) = rr. v cc ., X.) + (1 -rr.)v cc
2
., X.) ,

J 2J JI J 1 1} I J 2 JI 
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i,yhere 

V.(.) = state dependent , nonstochastic utility function. 
I 

lri this form we are assuming that e(.) arises because of stochastic influences 

t t at are not associated with the uncertainty in the indivdiual's choice among 

t e commodities in differing states of the world. e(.) represents uncertainty 

t at is independent of the choice process among commodities. For the empiri ­

cal analysis described in this chapter we have treated the e~posure risk similar 

to any other commod ity (or characteristic). Thus, we have not attempted to 

specify forms for the V.(.) functions and derive v(.) as a restricted function. 
I 

To illustrate the distinction , consider the two alternative approaches to speci ­

fying v(.). In both cases suppose for simplicity the individual faces only two 

choices, one involves a stochastic outcome the second does not. They might 

~e described as fol lows: 

Choice 1 Choice 2 

Type 1 characteristic n 1 of C 11 C21 

ilype 2 characteristic 1-n1 of C 12 0 

j ith Choice 2, then the implied by the general definition given in Equationn2 

(~ 4.6 ) i s uni ty. We can assume C 111 C 12 , and can be e ither vectors ofC 21 

attributes or scalar quantities. The argument holds for either case. The un­

r'3stricted model implied by a linear specification for the nonstochastic compo­

nent of utility might be Equation (14. 7a) for choice one and Equation (1 4. 7b ) 

for two: 

( 14.7a) 

here 

( 14. 7b ) 

here 

-
Cz = [C21 0) . 
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In this case, the two values of the function differ only as a result of the.jsub­

stitution of the relevant values for each variable. It should also be noted that 

this example is deliberately simple. In practice we could not estimate the par­

ameters for the X. variables unless these variables were assumed to enter n an 
I 

interactive format with the characteristics of the commodities being ra1 ked. 

This is easily appreciated by substituting Equations ( 14. 7a) and (14. 7b) into 

(14.4). In a linear-in - parameters framework, the differences in the ind~pen ­

dent variables contributing to i ndividual utility are what motivate the as$ign ­

ment of a relative standing. Without these interactions, individual charaf ter­

istics cancel in determining an individual 1s ranking of the commodities. 

Past research has addressed this issue in different ways. With a sufficient 

number of commodities being ranked separate fun ctions can be estimated for 

each individual. This is one approach proposed by Beggs, Cardel I, and 

Hausman [ 1981] and corresponds to what Rae designated the 11 individual 11 m~del. 
By contrast, one can consider defin ing interaction variables between the 

characteristics of t he commodi ties being ranked and the attributes of the 

individuals doing t he ran kings . This is the approach used by Desvousges, 

Smith, and McGivney [ 1983] because there were not a sufficient numbJr of 

choices being ranked . It amounts to a specification of how the parameters for 

the elements in C. are ex pected to change with changes in individuals' a tri-
J 

butes. To some extent it was treated arbitrarily by Desvousges , Smith, and 

McGivney. That is, each specification for the attributes of individuals thought 

to be important determinants of a ran king was interacted with each ofj the 

characterist ics of the commodities being ranked and the findings compared. 

This simple example does serve to illustrate that it may be possible to impr ove 

on this pract i ce using more information from our conceptual model of the ~ec i ­

sion process. 

To consider how we might alter the specification of the random u tti lity 

functions to more specifically reflect the conceptual framework, assume the 

state-dependent functions are linear in type one and two characterstics , but 

give each f unction different weights depending on the state of the world, t s in 

Equations (14 .8a ) and (14.8b) below. Then we have Equations (14.9a ) and 

(14. 9b) as the 11 deterministic 11 utility functions corresponding to the two 

choices : 
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( 14. 8a ) 

(14. 8b ) 

(14.9a ) 

(14. 9b ) 

The important distinction between the (14.7a) (14 . 7b) pair and the (14.9a), 

c114. 9b) pair is the role assigned to the probability in the two formulations. 

It is also important to recognize that if we are willing to assume that certain 

variables have the same effect on each of the state dependent utility functions 

tren the nature of the role of t he p r obab i l ities as interaction v ar iables changes 

with the events at risk. This possibi l ity offers another set of potentially in­

teresting testable hypotheses. 

Clearly, these are simple examples. However, they do serve to i l lustrate 

that expl icit consider ation of the source of t he state dependency, the form of 

the deterministic component of µ(. ), as well as of the appropriate interaction 

between elements in C. and X. (such as would be implied by homogeneity of 
J I 

degree zer o in i ncome and p r ices), each offer the potential for i ntrodu cing 

t~stable restrictions on v(.). Indeed, without explicit consideration of some 

of these restrictions it will not be possible to argue that we have established 

a consistent t h eoretical basis for the valuation estimates derived from the esti ­

rrjated determ inistic component of the utility function. 

Estimation of the random utility model with ranked data and an assumption 

of independent Weibull distributions for the errors can be accomplished using 

a maximum l ikelihood estimator . Beggs, Cardell, an d Hausman [1981) derive 

the likelihood function for this case as follows: 

exp (v(C., x.))N T 
I

L = 7t 7t (14.10 )Ti=1 j=l 
l exp(v(C , x. ) ) 

. s I
s=J 
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where 

T = number of alternatives ranked 


N = number of individuals. 


After 	specifying a functional relationship for v(.) and taking the logarit m of 

Equation ( 14.10), we have a globally concave, log-likelihood function. This 

function can be numerically optimized to derive the maximum Ii kel ihood !esti ­

mates. Our estimator used a modified Davi don, Fletcher, Powel I [1963) ( b FP ) 

algorithm with numerical derivatives.* 

14.3 	 STRUCTURE OF THE CONTINGENT RANKING QUESTIONS 
AND EXPERIMENTAL DESIGN 

The objective of the design of the questions used in the contingent r i nk­

ing questionnaires was to maintain , as nearly as possible , complete consistency 

with the information described in the contingent valuation component of the 

survey. Consequently, the description of the problem as one associated with 

a medium-sized company disposing of hazardous wastes ( on site ) in a landfil l, 

the explanation of exposure risk, and the identification of the conditional prob­

ability of death given exposure parallel those given for the contingent valu~tion 
questionnaires. ( See Chapter 11 for a more complete description of this materi ­

al.) Respondents were given experience with the use of the risk circle c~ rds 

by asking them to consider the distance they felt that their home would have 

to be moved from i ts present location to experience a specific reduction in" the 

risk of exposure. t This practice conforms to the procedure used with the ,:on­

tingent valuation questions asking for respondent valuations. Thus , in t e rms 

of the def in ition of the context of the task requested, the description of the 

risks involved, and the ways in which individuals pay for risk reductions , the 

contingent ranking and contingent valuation questionnaires were virt ual ly i(::ien ­

tical. 

* The estimates were prepared using the GQOPT program developed b y 
Richard Quandt at the Econometrics Section at Princeton Universi t y. More 
details on t he program and convergence criteria used are availab le on reqµ est 
from the authors. 

tSee Chapter 15 for a more detailed discussion of this question and t he 
results from it. 
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As in the contingent valuation component of the survey, the contingent 

ran king instruments elicit information on individuals ' perceptions, attitudes , 

and valuations for different types of risks in two ways: ( 1 ) by asking several 

~ i fferent questions to the same individual and (2) by asking different questions 

o d ifferent individuals. The first aspect of this process we have referred to 

as relating to the structure of the questionnaire and the second to the experi ­

mental design for the survey. With respect to the structure of the question ­

naire received by respondents with the contingent ranking. format, nearly all 

tjther dimensions of the questionnaire and tasks requested are identical between 

the contingent valuation and contingent ran king approaches. Thus , for exam­

p le , use of a contingent ranking format to elicit valuation information associated 

Wit h changes in the risk of exposure to hazardous wastes did not affect the 

questions concerning the distances an ind ividual would select from hazardous 

f acilities or the process used to investigate responses to job-related risks. 

It did have effects on the questions designed to e l icit the existence values 

for risks to the ecosystem as our discussion in Chapter 11 indicated. The 

reason is straightforward; the individual was assumed at the outset of this 

~uestion to have bid for a risk change for his household. Therefore, based 

dn the ou tcome of t h is process, he wou ld have a postu lated base exposure 

probability. We wanted to ask for an additional value for additional motives. 

¢onsequently, a contingent valuation question had to be introduced in the con­

tingent ranking questionnaires before the ex istence value question. Since this 

1as placed after the ranking tasks were comp leted i t would not have influenced 

the rankings derived. Of course, it is possible that the responses to these 

contingent valuation questions were affected by the information provided in 

t r e rankings. This is one of the reasons these valuation responses were 

treated separately in Chapter 11.* 
There were severa l other changes that were required by the use of the 

ranking format. The most important of these involves the logic of the tas k 

*It is possible that the suggested payments used in the contingent ranking 
esign points served as anchors fo r the v a luation responses reported in these 

~onti ngent valuation questions. We have a rather l imited basis for investigating 
~ris issue because there are only two payment vectors. Nonetheless , it can 
l::le considered as part of a more detailed evaluation of bids to real ize a level 
with no ex posure risk, since this was the way these questions were posed. 
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requested of each respondent. With the contingent valuation questions each 

individual was presented two risk cards and asked his valuation of the re,Ciuc­

tion in the exposure risk associated with the changes from one card t 4 the 

next. Consequently, the individual must compare the two cards to dete1mine 

the 11 commodity 11 (i.e., the risk change) that is to be valued. By contr-ast, 

in the contingent ranking form, the individual was given four cards, each )con­

ta ins a risk level and a payment level. The payment level is explained tf:> be 

required to realize the risk level. Figure 14-1 displays the four cards L sed 

for one of the design points ( R-1) comparing the contingent ran king compor ent 

of the survey. 

A second di fference in the ranking questionnaire arises from the approach 

used to evaluate how each respondent would react to the cause of death s em­

ming from exposure to hazardous wastes. Recall that , in the contingent valua ­

tion questionnaires, each respondent was asked if they wished to change the 

reported valuation of the risk reduction when the event that could result ram 

exposure was assumed to be one of two possibilities. In the ranking ques ion ­

naires these same effects were retained, but the question posed involv d a 

revision to the earlier ranking with the proposed modification in health effec 

Since the experimental des ign used to alter the cond itions presented to 

respondents affects the wording used to describe the ran king task requef ted 

of survey respondents, the features of this design must be reviewed first be­

fore proceeding to an overview . of the questions used to elicit individuals' ptref­

erence ordering. .Approximately 40 percent of the survey respondents ere 

given ranking questions.* Since the overall size of the sample for the ran ing 

component of the survey was smaller than that devoted to the contingent v r lu ­

ation approach, the design selected was correspondingly simplif ied. It 1s a 

full-factorial design investigating the effect of the vector of exposure prob1bil­

ities paired with a vector of proposed payments. Two varia t ions in the ve tor 

of exposure probabilities and two in the payment vectors are conside ed. 

Thus, there were four different combinations of these two features of the con­

ditions that were to be ranked . Figure 14-2 repeats one panel from Fi~ ure 

*As we discussed in Chapter 9, all of the questionnaires were randqmly 
ordered so that the effects of the questionnaire and interviewer on responses 
would not be confounded. 
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Card A-1
R-1 

Payment required; $0 per month 

In higher pricea and taxes 


Comblnod Risk: 
£,.,,...... end Doech 

RiskolDNllt 
ii EaposedRiskolb-• 

Hotecity 
end Helllh 

I 
IOO 

II pen:end 

,.,_,,,,
twltio RilkPalhwaya 

f> 
w 

R-1 Cmd C-1 

Payment required: $66 per month ($660 per yeart 
In higher prices and taxes 

Risk of Death Combined Risk: 
Risk of Exposure If Expo$0d Expoa.we and Death 

1 1 1 

)60 ) }( 600to 
12 pe1centl I \ 110 percentl I \ llwo-tenlhs 

ol 1 percentl 

......... 

Palhweya 

R-1 Card B-1 

Payment required: $20permonth1$240 per yaarl 
In higher prlcea and lallas 

lliol<olOeolh Combined Risk: 
llllilolb-· ilbpoaed bposoae end Oe8lh· 

Hotecity .......... 
endHeellll Rill< 

R-1 Cmd D-1 

Payment required: $105 per month 
C$1.260 per yemt In higher prices and taxes 

Risk of Oealh Combined Risk: 
Risk of Exposwe if Exposed Exposure and Death 

1 1 

100 to 1.000
\.: 1 

looe·tenlh 
of 1 peicentl 

centl 

Possible Here<ity Personal Possible Hefedily Personal 
Pathways and Health Risk Pathways and Health Risk 

Figure 14-1. Modified risk cards for contingent ranking questons-design point R-1. 

http:Expoa.we


f' __. 
.i::. 

Contingent Ranking Question Format (R) 


Levels of risk 
 Amount of monthly payment 

Vector A Vector B 
Risk of Risk of death, 

Vector 
 exposure 
 if exposed 
 $0 $20 $55 $150 
 $-20 $5 $40 $80 


1/10 

1/20 

I 1110 R1 R2 
1/50 

11100 

1/20 

1/30 

II 1110 R3 R4 
1/60 

1/150 

Figure 14-2. Outline of the design for the contingent ranking component of the survey. 



7 4 in Chapter 7 defining the specific combinations associated wit h each design 

point. 

Two aspects of these selections were important motivations for the design . 

The vector of exposure probabilities was selected to span approximately the 

sJme range as was used in the fu ll-factorial component of the contingent valu ­

aJion design (i.e., design points 01 through 06 in Figure 7 - 4). The distinc­

tion in the exposure risk vectors arises from differences in the level of start ­

ing and ending risks and differences in the rate of change over the four cases 

ranked. Exposure vector I postulates a reduction by a factor of ten in the 

e posure risk over the four cards ranked, while vector 11 has a reduction by 

a factor of seven and a half over the four. The rate at which these changes 

t~ke place also varies between the two. In the first vector the rate is rela­

ti v ely constant--a reduction of a factor of two from Card A to Card B, then 

b t two and a half from B to C, and then by two, again, from C to 0. The 

sJcond vector has an increasing percentage reduction from a factor of one and 

a half for A to B to a factor of two for B to C and then to a factor of two 

an d a haIf for C to O . 

I The second motivat ion concerns the implicit assignment of property rights 

i l plied by the specification of the payment vectors. The first, payment vec ­

tor, a, starts at an initial condition, c~mparable to the A risk card in designs 

0 1 and 02 for the contingent valuation component of the survey. That is, 

t~e individual has the same exposure risk as in the initial state for designs

01 and 02 and makes no payment to receive this condition. Regulations are 

d scribed as requiring more stringent containment technologies and thereby 

progressively reducing the exposure risk. 

The payments along the top of the figure are the monthly additional costs 

a!ociated with the new risk level. Thus , to calculate the implied payment 

in rement for the risk reduction from Card B to Card C the individual must 

s btract the levels presented on each card. In the case of design points R1 

a d R3, for example, this increment would be $35.00 more per mont h for a 

reduction from 1/ 20 to 1/ 50 in the case of R1 and 1/ 30 to 1/ 60 for R2. 

To provide an alternative implied set of property rights within the choices 

ranked, we introduced the possibility of a negative payment. In other words 

it was suggested that a reduction in taxes or the overall price level was possi ­
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ble as a result of a relaxation in the regulations governing the disposal oft haz­

ardous wastes. This is the case described with payment vector b. 

In the process of using drafts of the questionnaire in focus group and 

the pretest activities we found that individuals had difficulty in dealing with 

the negative payment as the first card presented. Moreover, i t was dir icult 

to control the reference position starting from this possibility. Consequintly, 

we changed the ordering of the cards in presenting design points R2 an~ R4. 

The individual was introduced to the ranking task using Card B and then pre­

sented with Card A as a reflection of the possibility of 

taxes, but greater risk. Following this explanation of the 

creasing risk and reducing current taxes, the remain ing 

payments and lower risks were introduced. This process 

receiving redluced 

possibility for in­

cards with higher 

proved to b t the 

most convenient method to control the context of the scenario described t the 

individuals and limited (in the pretest) the problems with respondents' under­

standing of the negative payments. However, as a result of this change in 

ordering the wording of the ranking task description is somewhat difff rent 

for each of the two pairs of desi gn points. The full text for the question with 

payment vector a (i. e. , design points R1 and R3) is g iven as follows: 

Interviewer hands respondent Cards B and C with dollar amounts.* 

Now, think about these cards and about paying in higher prices and 
taxes. As you can see on the cards, the risk of exposure decreases 
from 1 chance in 20 on Card B, to 1 chance in 50 on Card C. The 
decrease means your combined risk of exposure and death gets smal­
ler. The amounts you would pay in higher product prices and taxes 
increase while the risk of exposure decreases. 

Using a hypothetical situation, I'm going to ask you some questions 
about paying for di fferent levels of exposure risk for you (and your 
household members). 

This is the hypothetical si tuat ion. A medium -size company that pro­
duces electronic parts is located 3 miles from your home. This com­
pany generates 2, 000 gallons of hazardous wastes each day and dis­
poses of them, using established industry-wide pratices, in a landfill 
right at the plant site. I f you're exposed to a large enough amount 
of these wastes for a long enough period , there's a chance you wi II 

~The dollar amounts and probabilities mentioned in the text change 
the design point for the questionnaire. 
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die in 30 years. Under these circumstances, and if you didn 't pay 
any more in higher product prices and taxes, your (and your house­
hold members') risk of exposure to these wast es would be at the 
level on Card A. This is a risk you could pot entially face for al I 
these years until the health effect is known. 

Now, suppose the government added regulations requiring t he com­
pany to install special liners that would seal the landfill and monitor­
ing systems that would detect leaks. These regulations would reduce 
the chances that the landfill would leak and your ris~ of exposure 
would be at the level on Card B. This would require a monthly pay ­
ment of $20 in higher product prices and taxes. 

Suppose the government added more regulations requiring t he com ­
pany to remove the most toxic materials from the wastes before 
they're put into the lined and monitored landfill. This regulation 
would require a monthly payment of $55 in higher product prices 
and taxes, and your risk of exposure would be at the level on Card 
c. 

Suppose additional regulations would require the company to use 
more expensive ways to make its products. There would be a re­
duction in some of the most toxic wastes generated. These regula­
tions would require a monthly payment of $105 in higher product 
prices and taxes, and your risk of exposure would be at the level 
on Card D. 

Look over the hypothetical situation on Card 7 [a card used by the 
interviewer to remind the respondent of the elements in the problem. 
It is given in Figure 14- 3] once more. Now , thin king about your 
monthly income and what you spend it on in your budget, rank th.ese 
cards. Place on top of the pile the card with the payment and risk 
combination you prefer the most and the card with the combination 
you like least on the bottom. 

A substantial portion of the text does not change for the design points ( R2 

and R4) involving negative payments. The portion which changes begins in 

th l fourth paragraph of the above discussion. The text for design points R2 

and R4 is given as: 

This is the hypothetical situation. A medium-size company that pro­
duces electronic parts is located 3 miles from your home. This com­
pany generates 2,000 gallons of hazardous waste each day,and dis­
poses of them , using established industry-wide practices , in a land ­
fill right at the plant site. If you're exposed to a large enough 
amount of these wastes for a long enough period, there's a chance 
you wi 11 die in 30 years. Under these circumstances, your (and 
your household members') r isk of exposure is a risk you could 
potentially face for all these years until the health effect is known. 
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Card 7 


Exposure Risk Circumstances 

· • 	 Electronic parts company 

• 	 Located 3 miles from your home 

• 	 Generates 2,009 gallons of hazardous waste 
_. 
.p. 	 each day 
_. 
co 

• 	 Company disposes of the wastes in a landfill at 
company site 

• 	 If you are exposed, there is a chance you will 
die in 30 years 

Figure 14-3. Description of hypothetical situation. 



The government could introduce regulations which require the com­
pany to install special liners that will seal the landfill and monitoring 
systems that will detect leaks. These regulations would reduce the 
chances that the landfill could leak and your ( and your household 
members') risk of exposure would be at the level on Card B. This 
would require a monthly payment of $5 in higher product prices and 
taxes. 

If the government decides not to introduce regulations requiring 
special liners and monitoring systems, this cou ld lead to a govern­
ment cost savings, and the company would not raise its product 
prices as it would do with the regulations. If these regulations are 
not added, taxes couiCf""be reduced $20 per month. The risk of 
exposure for you (and your household members) would be at the 
level on Card A. 

Alternatively, the government could add more regulations than 
described for Card B. These would require the company to remove 
the most toxic materials from the wastes before they are put into 
the lined and monitored landfill. Your risk of exposure would be at 
the level on Card C, and these regulations would require a monthly 
payment of $40 in higher product prices and taxes. 

The balance of the explanation was not changed from that used with R1 and 

R~ . 
I One final aspect of the contingent ranking design should be noted. It 

w~s not possible to consider the effects of changes in the conditional probabi 1­

ity of death given exposare to hazardous wastes, so this probability was held 

constant at one-tenth. 

14.4 EMPIRICAL FINDINGS 

As we indicated in Chapter 9 the actual performance of the ranking ques ­

ticmnaires compares quite favorably with what was expected based on the sam ­

pl ng plan and experimental design. A total of 227 complete interviews with 

cor plete rankings were obtained, approximately 37 percent of t he sample of 

corpleted interviews (including both contingent valuation and contingent rank ­

inp) . 

Our preliminary analysis of these data has focused on three tasks: (1) 

examining the responses to develop some insights as to the types of rankings 

provided and what these patterns might indicate, at a rather general level, 

about ind ividual preferences; (2) testing the effects of the design variables 

on the rankings derived under the assumption that respondents can be treated 

as homogeneous; and (3) preliminary estimates of the random utility functions 
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to the third nd D 

design p 

with 

the 

using the ranked log it framework and a largely unrestricted specificati~n for 

the utility function assumed to describe the determinants of an ordering of 

exposure risk-payment combinations. We have not, at this stage of t~e re­

search, attempted to analyze the revisions in the initial ran kings provided in 

response to the proposed health effects resu lting from exposure. In wh t fol ­

lows we will summarize each dimension of the results of the analyses con ucted 

with these initial rankings. 

14.4.1 An Overview of the Nature of the Rankings Provided 

Table 14-1 provides a summary of the frequency each of the card de­

scribing a risk-payment combination was ranked first. In order to interpret 

the table some background on the labeling conventions used in this table and 

in the others which follow is necessary. The card labels--A, B, C, D--cdrres­

pond to the paring of similarly positioned elements in the payment and Fxpo­

sure risk vectors. For example, referring back to Figure 14-2, Card i A . in 

design R1 would involve a pairing of the first payment, 0, with the first expo­

sure risk 1/ 10. Card B relates to the second elements; C 

to the fourth. This convention is maintained for all four 

Equally important, ·we have used the term "Version" as synonymous 

point. Thus Version 1 corresponds to the set of respol]dents 

questionnaires associated with design point, R1. 

Table 14-1 provides some interesting general information . First, iI: the 

cases where negative payments are used (Versions 2 and 4) the lower nitial 

exposure risk associated with Version 4 does not increase its frequency f be­

ing selected .as the first choice . Indeed, the cases involving the negative pay­

ments have the lowest frequency of selection as the most preferred alternf tive. 

If we assume individuals are homogeneous with no differences in cons~laints 

affecting their behavior (whether actual or in the context of a hypot1etical 

situation such as posed here), then we would label the higher rates of ran king 

Card A fi r st with Version 1 in comparison to 2 or Version 3 in comparison to 

4 as irrational. In the case of 1 (3) they are receiving the same exposure 

risk as 2 (4), but the latter costs less . Indeed, it leads to a reduction in 

expenses and this may well be the source of the problem. Respondents simply 

may not believe this case would happen. As a consequence, they may well be­

14-20 




TABLE 14- 1. FREQUENCY OF CARD CHOSEN FIRST B Y VERSION 

f" ta/ bCard chosen 1rs 

Version A B c D Totalc 

1 13 13 23 8 57 
(5.73) (5.73) (10.13) (3.52) ( 25. 11 ) 

2 4 21 18 16 59 
(1.76 ) (9.25) (7. 93) (7.05) (25.99) 

3 19 15 15 7 56 
(8 .37 ) (6.61) (6 . 61 ) (3.08) (24 .67) 

4 5 16 16 18 55 
(2.20) (7.05) (7. 05) (7.93) (24.23) 

Totala 41 65 72 49 227 
(18 .06) (28.63) (31.92) (21.59) (100.00) 

a
Parentheses denote percentage of overal I total. 

b 
Includes only those respondents who had ranked all four cards . 

cRbw and column percentages may not add to 100 due to rounding. 
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lieve selection of this case would involve realizing t he higher exposu e risk 

but no corresponding r eduction in taxes. I 
Ther e are a lso examples consistent with a priori expectations in the table. 

For example, compare the first place rankings given to Card D with VJrsions 

1 and 2 as well as 3 and 4. D in Version 1 yields the same risk le e l but 

higher payments than D in Version 2. Thus, we would expect with homogene­

ou s individuals , D to be ranked fi rst more frequently in 2 and 4 in com9arison 

to 1 and 3, respectively. Thi s i s precisely the outcome .realized. A h other 

confirmat ion can be found wi t h Card B in Versions 1 and 2 . However , the 

remainder of the cases would appear to contradict a priori expectat ions based 

on simple assump tions , although none is as g laring an example as we observed 

for the case of Card A. 

In Table 14- 2, we present the frequency of all the potential types of 

rankings of all cards observed in our sample. Of the 24 poss ibili ties, or l y 15 

were observed. The frequencies for each by version are displayed ifi thi s 

table . Clearly, version does seem to affect the frequency with which these 

rankings are observed. Perhaps t he most dramatic difference ar ises wi h the 

change in the frequency observed for the ranking ABCD and DCBA wi t h de­

signs involving negative payments versus those that do not. 

14. 4. 2 Some Simp le Tests for the Effects of Exposure and Payment V ect9rs 

The first step in our more systematic anal ysi s of these rankings is analo­

gous to the tests involving samples means with t he contingent valuation re­

sponses in C hapter 11. That is, we t reated individuals as homogeneous so 

that the only f actors that might affec t their respective rankings of the combi n­

ation s of payments and exposure vectors would be a change in either of these 

variables . Tables 14-3 and 14- 4 present the r esults of chi square tes t s for 

hypotheses based on th is s imple view of the role of individual characte istics 

on the rankings.* In the first of these tables we report the results o f four 

* Th e chi -squ are statistic is defined as fol lows: 

(0 .. - E .. ) 2 
I J I) t.L .L 

E..
j i IJ 

where 

0 .. = observed frequ ency in the ijth ee l I 
I J 

E .. = expected frequency in the ijth cell. 
IJ 
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TABLE 14-2. RANKING PERMUTATIONS CHOSEN, BY VERSION 

Versionb 

R1 R2 R3 R4 TotalRank 
permutationa Frequency Percent Frequency Percent Frequency Percent Frequency Percent Frequency Percent 

ABCD 13 22.81 4 6.78 17 30.36 4 7. 27 38 16.74 
ACBD 0 0 . 00 0 0.00 1 1.79 1 1.82 2 0 . 88 
ADBC 0 0.00 0 o.oo 1 1.79 0 0.00 1 0. 44 

BACO 4 7. 02 13 22.03 4 7 .14 9 16.36 30 13.22 
BADC 1 1.75 0 0.00 0 0.00 0 0.00 1 0.44 
BCAD 0 0 .00 3 5.08 5 8.93 2 3 .64 10 4.41 
BCDA 8 14.04 5 8.48 6 10. 71 5 9 .09 24 10.57 

CAB O 1 1.75 2 3.39 1 1.79 3 5.45 7 3 .08 
CBAO 5 8. 77 3 5. 08 4 7. 14 2 3.63 14 6 . 17 
CBDA 7 12.28 7 11.86 7 12.50 1 1.82 22 9.69 
CDAB 0 0.00 1 1.69 0 0 . 00 1 1.82 2 0.88 

~ CDBA 10 17.54 5 8.48 3 5.36 9 16.36 27 11.89 
N 
w DBCA 0 0 .00 1 1.69 0 0.00 0 0 .00 1 0 . 44 

DCAB 0 0.00 3 5.08 0 0 . 00 7 12 .72 10 4 . 41 
DCBA 8 14.04 12 20.34 7 12.50 11 20.00 38 16.74 

Total 57 100.00 59 100.00 56 100. 00 55 100. 00 227 100.00 

aOf the 24 possible permutations, only 15 were actually chosen . 

bPercentages may not add to 100 due to rounding . 



TABLE 14-3. TESTS CONCERNING THE INDEP ENDEN CE OF VERSION ADMINISTERED 

AND CARD CHOSEN Fl RST 


Critica l Reject 
value of the null 

Degrees x2 hypothesis
x2 of at the at a 

Null hypothesis statistic freedom 0.05 level 0.05 level 

Version administered is independent of card 
chosen first (across all versions and first 
choices) 

Payment vector given an exposure vector: 

Exposure vector 1/10, 1/20, 1/50, 1/100 

Exposure vector 1/20, 1/50, 1/60, 1/150 

--' Exposure vector given a payment vector: 
~ 
I 

N Payment vector 0, 20, 55, 105 
~ 

Payment vector -20, 5, 40, 80 

25.82 

9.88 

9.65 

2.90 

0.89 

9 

3 

3 

3 

3 

16.92 

7.81 

7.81 

7.81 

7 .81 

Yes 


Yes 


Yes 


No 


No 




BLE 14-4. I ESTS- CONCERNING THE UNDER LYING DISTR IBUT ION OF CARD 
CHOSEN Fl RST, BY VERSION 

Critical Reject 

x2 
Degrees 

of 

value of 
x2 

at the 

the null 
hypothesis 

at a 
Null hypothesis statistic freedom 0.05 level 0.05 level 

Card chosen first follows a uniform probability 
density fun ction for: 

Version 1 10.82 3 7.81 Yes 

Version 2 10. 61 3 7.81 Yes 

Version 3 5.20 3 7.81 No 

Vers ion 4 7.62 3 7.81 No 

...... 
~ 
I 

I\) 
c.n 



t that 

tests. First, we consider whether the combination of payment and exposure 

risk ( or r isk- payment card ) ranked first is independent of the version onsid ­

ered. Clearly, the results cal l for a rejection of this null hypothesis. T 

four tests refine this analysis to consider the attributes of a design 

would be expected to influence the selection of a risk-payment card firs The 

first two tests consider the effects of the payment vector holding exposu 

constant, and the last two reverse the process. As the decisions sugge 

payment vector appears to have an effect on the card ran.ked first fo each 

exposure risk vector, while reversing their roles and reanalyzing the results 

suggests that we cannot reject the null hypothesis of independence for the card 

ranked first and the exposure risk vector. 

Table 14-4 uses the chi-square test as a goodness of fit test. In th ls case 

we maintain that each risk - payment card is equally likely to be ranked first. 

Thus we would expect the frequencies to be un iformly distributed across the 

four cards. The first four rows of this table compare the observed freq encies 

of each card being ranked first with what would be implied by the ur iform 

assumption by version. In Versions 1 and 2 we reject the null hypothesi s of a 

uniform distribution, while in Versions 3 and 4 we do not at the 0.05 lev~I. Of 

course, it should be acknowledged that thi s is a close decision for the case of 

Version 4. 

1.4.4.3 Preliminary Estimates of the Random Utility Models 

The estimation ·of models in terms of the attributes of the choices being 

ranked (i.e., the exposure risk-payment combinations) and the socioec nomic 

characteristics of respondents can be interpreted as a direct extension t o the 

simple chi-square tests for independence of one component of the ran king ( i.e . , 

cards designated first and the attributes of the combinations ranked ) re9orted 

earlier. In those cases we effectively assumed that the features of eaqh re­

spondent did not effect the conditional probability of selecting one alternative as 

first and tested whether the payment and exposure vectors did. N1wwe 

include additional information in the form of the specific assumptions fo r the 

functional form for the random utility models that were hypothesized ~ t the 

outset of thi s chapter as providing the basis for individu als' rankings. ~hese 

models include variables describing the features of individuals and the attri­

butes of what they have been asked to rank. 
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Given the pronounced differences in the ran kings by version we have 

developed these models in stages. The first stage results are based on a stra­

tegy that estimates a separate model using the responses to each version ( i.e., 

design point). The specification of these models is maintained constant across 

all I of the subsets of the sample and includes t he payment and exposure risk 

mebsures, as well as the individual's age, sex, household income, years of 

education , and years of residence in the town. These variables related to 

eadh respondent are treated in two different ways . In one·set of models, re­

por ted in Table 14- 5, they are each i nteracted with the payment measure and 

in the second set, reported in Table 14-6, they are each interacted with the 

exposure risk measure. 

The results from these simple models are remarkably good. The payment 

an~ exposure risks are usually statistically significant determinants of the in­

dex util ity relevant to ordering r isk-payment alternatives.* Both have a nega­

tive effect on the utility index as we would have expected a priori. The only 

exception to this sign pattern for the estimated parameters occurs in the case 

of the estimates based on the Version 2 sub-sample with the model involving 

in4ivid ual cha racterist i cs interacted with exposure, and this parameter wou ld 

notl be judged to be significantly different from zero. 

Several of the remaining variables would also be judged as statistically 

significant determinants of the preference indexes in some models. Moreover, 

th l re do~s appear to pe a pattern across the ver sions and models considered 

in t hi s s imp le case. Income is generall y a positive in f luence when its parame­

ter would be judged to be statistically significant in models involving interac ­

tions with payment, while the reverse sign arose for the significant parameter 

estimates in models with exposure interactions. Since these interaction varia ­

bles modify the effect attributed to the attributes of the payment-risk cards 

beih g ranked, this would seem a plausible result . It suggests in the first 

case that, ceteris paribus, higher income leads payment increases to have a 

sm lier negative effect on ranking a combination first. It is important to 

* These results must be cautiously interpreted because the tests are based 
on the asymptotic distributions for each test statistic. Nonetheless, our judg­
me ts can usually be based on generous margins over the conventional critical 
values used in testing the null hypot heses for parameter estimates. 
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TABLE 14- 5 . BASIC MODEL FOR THE RANDOM UTILITY MODEL WITH THE RANKED LOGIT ESTIMATOR, 

BY VERS ION--INTERACTION WITH PAYMENT MEASURE 


Versionsa 

R1 R2 R3 R4 

Independent variables 
Alternative 

specific 

tnteraclive 

Payment Exposure 
Alternative 

specific 

Interactive 

Payment Exposure 
Alternative 

specific 

Interaclive 

Payment Exposure 
Alternative 

specific 

Interactive 

Payment Exposure 

Alternative specific 

Payment -0 .07 
( -3.20) 

-0.08 
(-3.63) 

-0.03 
(-1.88) 

-0.04 
(-1.58) 

Exposureb - 0 . 04 
(-6 . 57) 

-0. 04 
(-5 . 97) 

-o. 13 
(-5.57) 

-1.32 
(-4.68) 

Individual SE!ec ific 

Age (X) -4.8><10 ­ 4 

(-1.99) 
2 . 2><16-3 

(0 .86) 
-9 . 5><10-4 

(-3.32) 
-7 . 8><10 ­ 5 

(-0.23) 

Sexc (X) ·2.2><10"2 

( - 2 . 99) 
8.9x10"3 

( 1 . 51) 
1.ox 10· 2 

(1 . 73) 
-1 . 1x10"2 

( - 2 . 79) 

+::> 
I 

N co 

lncomed ( X) 

Education (X) 

2 . 8><10"4 

(2.20) 

3.sx10" 3 

(2.51) 

- 1 . ox10" 4 

(-0 . 71) 

3.6x10"3 

(2.33) 

4.6><10-4 

(2. 79) 

-8.9><10°4 

(-0.84) 

2.4>< 10-2 

(1 . 65) 

-4. 35><10 0 

4 

( - 0 . 31) 

Years in town (X) .9. 4><10
-4 

(3.09) 
-6 . 9><10

-4 

(-1.79) 
4 . Sx10"4 

(1.43) 
·4. 9x 10

-5 

( - 0 . 11) 

Initial likelihood value -155 . 7 -153 . 5 -149. 4 - 155.7 

Number of iterations 17 16 15 13 

Fi nal likelihood value ·115 . 2 -125.7 - 119 .6 -135.8 

Number or observat ions 49 48 47 49 

aNumbers in parentheses denote the ratio or the ML estimate of the coefficient to the asymptotic standard deviation. 


bExposure risk Is seated by 1, 000 in these estimates (Exposure = actual probability x 1, 000). 


cDenotes a binary variable equal to one tr male, zero otherwise . 


dHousehold In come in thousa nds or dollars . 




1:-ASl E- l4-6-.-- 3A-Sl·C--MOO~l.-4~0R--1"# E RAN DOM lH I LI TY MOGEL WI-TH- T-HE--R-AN-K-H>--t-OG IT ESTIMATOR , 
BY VERSION--INTERACTION WITH EXPOSURE RISK MEASURES 

Versionsa 

Rl R2 R3 R4 

Independent variables 
Alternative 

s peciric 

Interactive 

Payment Exposure 
Alternative 

specific 

Interactive 

Payment Exposure 
Alternative 

specific 

Interactive 

Payment Exposure 
Alternative 

specific 

Interac tive 

Payment Expos ure 

Alternative spec ific 

Payment -0 . 03 
( - 5.64) 

-0.04 
(-5.52) 

-0.06 
(-6 . 10) 

-0.05 
(-4.19) 

Exposureb - 0.02 
( - 0.78) 

0 . 01 
(0.26) 

-0.20 
(-4 . 31) 

-0 . 16 
(·2.53) 

Individual seecific 

Age (X) 6.9x10·4 

(2. 11) 
- 4 .7><10"6 

( · 0.01) 
2 . 3x10"3 

(3.89) 
2.6x10"4 

(0.36) 

Sexc (X) 2.2x10·2 

(2.84) 
-8 . 7>< 10-3 

( · 1.30) 
-2.6x10-2 

(-1 .87) 
3 . 7x10 ­ 2 

(2.63) 

.j::. 
I 

N 
<O 

lncomed (X ) 

Education ( X ) 

Yei!rs in town ( X ) 

-5.2x10·4 

(-2. 71) 

-2 . 5x10·3 

(-1.55) 

-9.5x10-4 

( - 2 .40) 

4 . 2x10" 5 

(0 . 27) 

· 3 . 9X10- 3 

( - 2 . 91 ) 

3.8><10­ 4 

(0.98 ) 

-1.5x10-3 

(-2.57) 

1.7X10-3 

(0.65) 

-9.JxlO
-4 

( - 1. 30) 

-6. ox 10" 4 

(-1 . 86) 

9 .2X 10-4 

( 0 .29) 

3 . 4x10 · 5 

(0.03) 

Initial likelihood value - 155. 7 -152. 5 -149. 6 -155.72 

Number of iterations 17 15 16 14 

Final likelihood value - 115 . 2 -124. 9 - 116.9 -136 .19 

Number of observations 49 48 47 49 

aNumbers In parentheses denote the ratio of the ML estimate or the coerflclent to the asymptotic standard deviation. 


bE xposure risk is scaled by 1, 000 in these estimates (Exposure = actual probability >< 1, 000). 


cDenotes a binary variable equal to one if male, zero otherwise . 


dHousehold income In thous ands of dollars. 




recognize that this interpretation not only holds other characteristic's co stant 

but the level of exposure risk. In the models where income was inte acted 

with exposure risk, the parameters suggest higher income makes indi iduals 

less tolerant of exposure risk increases (for a given payment level ). Hence 

the models would predict that these individuals would be willing to pa more 

for risk reductions in these cases. 

These same sign reversals arise for all the other variables inclu ed in 

the basic model, when their estimated parameters would be j.udged as sta istic­

all y signi fi cant. Age has a negative effect when interacted with payme t and 

positive when interacted with exposure. Sex has the same pattern , whi I edu­

cation and years in town resembles income with a positive effect when ,inter­

acted with payment and negative with exposure risk. 

Table 14-7 reports the estimates of these basic models (i . e., t he same 

independent variables with the interactions with payment and exposure is k ). 

The results parallel those obtained with the model applied to the subsf ts of 

the sample by design point. The payment and exposure risk measures have 

parameter estimates that would be judged to be statistically significant. Both 

have negative influences on the utility index. Income and age are also statis­

tically significant determinants, with the sign pattern for the estimated par ame­

ters agreeing in each case with what was found with the models estimatdd for 

each version, provided we considered only the parameters judged to be s atis­

tically significant at approximately the 5 percent level. 

Thus, on the basis of these findings, it seems clear that respon~ents' 

characteristics do matter. The nature of their effects on the utility index may 

help to explain some of the contradictory results found by examining the c ards 

chosen first in isolation. That is, the collection of all ranks taken together 

do appear to be "explained" reasonably well by a very simple specification for 

the random utility function. 

Of course, one might reasonably ask just how good is this explan~tion? 
One informal means of gauging this conclusion is to consider the within sr mple 

performance of the model in predicting the exposure risk-payment combin4 tions 

that were selected by each respondent as their first choice. To illustrate what 

is involved, consider an example. Suppose we used each specification of the 

basic mo.deI (i.e., that using interactions with payment and with exposur~ risk 
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TABLE 14·7. BASIC MODEL 
RANKED LOGIT 

FOR THE RANDOM UTILITY MODEL WITH THE 
ESTIMATOR, USING THE FULL SAMPLE 

ndependent 
variables 

Alternative 
specific 

Model 1 Model 2 

Interactlon 
with individual 

specific variables Alternative 
specific 

Interaction 
with individual 

specific variables 

Payment Exposure Payment Exposure 

Al 
1
ernative s ecific 

ayment 

xposure 

lncjlividual s ecific 

g e (x) 

brx (x) 
lncomec (x) 

I 

I
1ducation ( x) 


ears in town (x) 


Su mary statistics 

f hi·squared 

Version 1 

Version 2 

Version 3 


l
Version 4 

!
nitial likelihood 

umber of iterations 

inal li kelihood value 

umber of observations 

·0.02 

( · 2.56) 


·0.04 

(·8.86) 


4.91 
1.67 
1.05 

10. 39 

·616.54 

10 

·552.70 

194 

4·3.8x10"
(·3.36) 

·3. 3x10°3 

( ·1. 31) 

1.7x10"4 

(2.79) 

·48.0x10 
(1.55) 

·4
1 .2x10 
(0.93) 

·0.02 

( ·8.03 ) 


·0. 03 

(·2.22) 


1. 02 
2.07 
1. 15 

15.38 

·616.54 

9 

·550.58 

194 

6.4X10°4 

(3.63) 

· 3 6.3x10 
( 1.55) 

4·2.7x10°
(·2.68) 

·1.7x10"3 

(·2. 05) 

· 4 ·3.5X10 
(·1.72) 

ap rentheses below the parameter estimates denote asymptotic t·ratios for the null hypothesis of no 
a j sociation. 

bD notes a binary variable equal to one if the respondent was a male, zero otherwise. 

cH use hold income in thousands of dollars. 

dT is statist ic estimates the significance of the d ivergence between actual and predicted card chosen 
fi st with smaller x2 values denoting a small divergence. Chi·square values presented by version 
h ve 3 degrees of freedom and a critical value of 6.25 at the 10·percent level of significance . 
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and the full sample) to predict the average survey respondents' con itional 

probability of selecting each of two of the exposure risk -payment 

Table 14-8 reports these estimated probabilities for Cards A and 

version for each of the two specifications of the basic model. 

ences in estimated conditional probabilities illustrate the effect of design point 

each 

These i f fer­

and model on predictions for a single hypothetical individual. 

respondeeffect for actual individuals we repeated the process using the ts in 

our sample. Below the estimated equations in Table 14-7 we · report the nesults 

of this exercise. It was undertaken for subsets of the sample corresp nding 

to each design point (or version) using the random utility functions est mated 

from the full sample. These chi-square statistics test the null hypoth 

g theconformity between observed and expected frequencies (based on treati 

first ranked card as the one with the largest of the conditional proba ilities 

predicted from the estimated random utility models) for each card as th first 

choice of the respondents receiving each of the four versions. 

Only in the case of Version 4 (the negative payment case with the owest 

exposure risks), would the model be judged to be inconsistent with practice. 

Of course, this is simply an index of performance, not a test of the rnodel. 

The predicted probabilities and corresponding designations for the first cards 

are a within-sample prediction . * Nonetheless, it does pinpoint the same com ­

bination that was a part of .the problems observed in our general interprebtion 

of the rankings. 

Refinement of these models can proceed in a variety of directions. Since 

our analysis under this phase of the research was intended to be prelirt nary 

we have sought to consider model refinements for only three reasons: 

1 . 	 Does refinement to these models, either through inclusion o~ 
other variables describing an individual's attitudes toward ris 
(or hazardous wastes), information, health, or family statu 
change the overall conclusions based on these basic models? 
Moreover, would any of these models be judged unambiguous Iy 
superior to the basic model? 

* It converts the predictions into categorical exact variables and w \ 11 be 
sensitive to the procedure used to designate each outcome. Nonetheless, it is 
one simple way to gauge the conformity of the model with subsets of the 
sample. 
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TABLE 14-8. ESTIMATED CONDITIONAL PROBABILITY OF A 

PAYMENT-EXPOSURE RISK COMBINATION RANKING AS FIRST 


Payment­ Basic modela 
exposure risk 

Payment Exposure risk 
. . b

Version comb inat1on interaction interaction 

1 

2 

3 

4 

A 
0 

A 

D 


A 
0 

A 

D 


0.054 
0.240 

0.057 
0.277 

0. 227 
0.155 

0.237 
0.179 

0.130 
0.145 

0.139 
0.176 

0.325 
0.090 

0.344 
0.107 

aThe basic model refers to the random utility model estimated using the full 
sfmple as given in Table 14-7. 

bT e A and D correspond to the risk cards used to describe the payment-
e posure risk combination. A specifies the combination of the first elements 
in each vector and the combination of the last elements. 
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2 . 	 Does the inclusion of these additional variables improve the con 
sistency of the estimated models for each subset (i .e. , accord­
ing to version )? 

3. 	 Do the results for a selected set of refinements in the economi~ 
variables, changing their respective roles to provide somewhat 
more 	 consistency with what would be expected from economic 
theory improve the results? And, therefore, do these modifica 
tions 	help to identify directions for further research? 

Tables 14-9 through 14- 13 begin the process of addressing these ques­

tions. Rather than review the specific results in detai l, we will attelpt to 

summarize the general responses to these three questions th at seem to ~e im­

plied by the findings to date. 

First, while several of the knowledge, attitude, and risk preference meas­

ures would be judged to be significant determinants in some models for partic ­

ular subsets of the sample, overall patterns are difficult to discern. T r e in­

c lusion of these variables does not appear to affect the importance anl sign 

patterns observed for the variables in the basic models presented earl ier. In 

drawing this conclusion, it i s important to note that the income and paVment 

variables have been entered in a different format in these models. That is, 

the term income is followed b y ( ~ ) -
1 

. This is intended to suggest th~t the 

ratio ·Of payment to income has entered the model. 

Finally the results do not provide clear patterns as to how to proceed in 

model development. It does appear that the theoretical arguments skjtched 

outlined may in this chapter help to improve upon the task associate~ with 

model selection. That is, it should be possible to use state dependent specifi ­

cations for the ·deterministic component of the utility model to develop a ret o f 

interaction variab l es that would follow from theory. Moreover, by consi tjer ing 

the variables that might be expected to lead to state dependency in prefer­

ences, it should be possible to reduce the set of potential models and to Ff rmu­

late specific expectations for the variables that are included in them. 

14.5 	 COMPARING CONTINGENT VALUATION AND CONTINGENT 
RANKING ESTIMATES OF THE VALUE OF RISK REDUCTIONS 

The objective of this section is to report a preliminary comparison of a 

set of va luation estimates imp lied by the estimated utility functions d~rived 
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rABLE 14-9. SELECTED RESIJLTS FOR TH E RANDOM u r1LITY MODEL WITH 
THE RANKED LOGIT ESTIMATOR BY VERSION 

~ - -·- ......... --=-- - - . -· . 
Versionsa 

RI R2 RJ R4 

Indepen dent 
variab les 

Allernative 
s pecific 

TnterdCITon 
wit h Individual 

specific variables 

Payment Exposu r e 
Alternat ive 
s p ecific 

nter';.mon­
wilh ind ividual 

specific variables 

Payment Exposure 
Alternat ive 

specific 

lntera'ctilJTr 
with indiv idu al 

specific variables 

Payrnent Exp osure 
Alterna t ive 

specific 

I rtteractiorr 
wi t h individu al 

specific variables 

Payment Exposure 

Allernat ive speciric 

Paymen t -0.10 
(-3 .67) 

-0.04 
(-1.42) 

-0.01 
( - 0.02) 

-0.01 
(-0.01) 

Exposure -0.04 
(-4.85) 

-o .os 
(-S.57) 

-0 . 12 
(-0 . 68) 

-o. 14 
(-4 . 79) 

Individual specificb 

Age (x) -4 .8><10- 4 

(-1.63) 
-1 .1x10-4 

(-0.39) 
-8.4><10- 4 

(-3.04 ) 
4 . 4><10-5 

( 0 . 15) 

Sex c (x) -1.8x10-2 

(-2.57) 
7.7x10-3 

( 1. 22) 
6.6><10· 3 

( 1 . 14) 
- 1 .6X10- 2 

(-2.50) 

dIncome - 1( +) 9.6><10-2 

(1 . 19) 
-4.S><l0-2 

(·1.00) 
-2.8x10-1 

(-6.16) 
-2. 1x10· 1 

(-2.31) 

Educat ion (x) 5.6x10-3 

(3. 23) 
1 .5x10-3 

(1.15) 
-1.1x10·3 

(-1.06) 
-1.6><10-3 

(-1.11) 

~ w 
(J1 

Riske (x) 

Years lived in town (x) 5.5><10-4 

( 1 .63) 

·-1.5><10- 2 

(-1 . 77 ) 

-6.9><10-4 

(-1 .57) 

1. 0x10 · 2 

(1. 37) 

5.2x10·4 

( 1 . 68) 

9. 1x10·3 

(0.66 ) 

·2. 4><10 ­ 4 

(-0 .57) 

-3
9 .4>< 10 
(0.63) 

Specttic reason for g iven 
rank (x) 

7.7><10-3 

(1.23) 
- 1 . 1x 10- 2 

(- 1. 72) 
3.9><10-3 

(0. 66) 
-6.5x10·3 

(-1. 0 7) 

Number of Children 
less than 18 (x) 

5 . 0x10·3 

(1.09) 

-2 
··1 . 1>< 10 
(-3.02) 

-2. 4>< 10-4 

(-0.08) 
2.9x10·3 

(0.1 4 ) 

Home ownershipg (x) 2 . 1x10·2 

(2. 71) 
7 .2x10·4 

(0.09) 
-4.0><10- 3 

(-0.59) 
8 . 6><10-3 

(1.18) 

Summary stat istics 

Initia l likelihood value - 152.54 - 155.72 -146.19 -162.08 

Number of Iterat ions 16 15 20 15 

Final Ii kelihood value - 108. 27 -123 .28 · 112. 03 -137.31 

Number of observat ions 48 49 46 51 
-... -- --- -- -· . ... ·te==== 


a Parentheses below the parameter estimates denote asympto t ic t - ra tlos for the nu ll hypot he s is o f no associa t ion. 


bParentheses to the right of each individual specific variable denote the form of the in teract ion with payment or exposure. 


cOenotes a binary variable equal to one if the respondent was a male, zero otherwise. 


dHousehold income In thousands of dollars . 


eOenotes a binary variable equal to one it the individual stated a preference for risky situations, zero otherwise. This variable is based on r"sponses to 
question KS . 

1 
Denotes a binary Vdridble equal to one if 111e respondent staled a specific illness for their ranking, zero otherwise. 

9 De1)otes a binary variable tQ l ,dl co one if the r'tt:;p onctent owned l heir honw , lt:r·n C>lhPrwi <>P- . 



TABLE 14-10. SELECTED RESULTS FOR THE RANDOM UTILITY MODEL WITH 

T HE RANKED LOGIT ESTIMATOR BY VERSION 


Versionsa 

Rl R2 R3 R4 

Independent 
variables 

Alternative 
specific 

Interact ion 
with Individual 

speci fic variables 

Payment Exposure 
Alternativ e 
spec ific 

Interaction 
with Individual 

specific variables 

Payment Exposure 
Alternative 

specific 

Interaction 
with individual 

specif ic variables 

Payment Exposure 
Alternative 

specific 

Interaction 
with individual 

sp ec i fie variables 

Payment Exposure 

Alternative specific 

Paycnent -0.10 
(-3.57) 

-0.06 
(-2 . 47) 

-0.01 
( -0. 45) 

-0 . 01 
(-0 .30) 

Ex posure -0.04 
(-4.99) 

-0 . 05 
( -5 .81) 

-0. 13 
(-7.22) 

-0. 14 
(-4.87) 

Indi vidual specificb 

Age (x) -2.9x10- 4 

(-1 . 10) 
-2.97x10-4 

(-1.31) 
5. 7><10­ 4 

(2.80) 
-6.6>< 10-6 

( -0.03) 

Sexc (x) - 1.9X10-2 

(-2 .92) 
6. 2><10-3 

(l . 02) 
4.0xl 0- 3 

(0.76) 
- 1.8><10- 2 

( -2.86) 

d
Income 

-1
( +) 1.lxlO-l 

(1.59) 
-5.4x10-2 

(-1 .23). 
-2.7><10-l 
(-6 .86) 

-2. 4x10- l 
(-2 . 49) 

.p,. 

w 
CJ) 

Educ ation (x) 

Riske (x) 

4.7x10-3 

(2.92) 

-1.sx10-2 

(-1.72) 

2.Sxl0-3 

(2. 41) 

4. 7x10-3 

(0.72) 

-8.6><10-4 

( -8 . 49) 

1. 4><10­2 

(11.06) 

-1.9X10-3 

( - 1 .30) 

s.1x10-3 

(0.37) 

Number of children 
less than 18 (x) 

5. 2x10-3 

( 1. 16) 
- 1. ox10-2 

(-2.86) 
2.7>< 10-4 

(0.09) 
-1.8x10 ­ 4 

(-0.09) 

Horne ownershipf ( x ) 
-22. 4><10 

(3 . 25) 
-2.9x10-3 

(-0.41) 
-2. 2x10-3 

(-0.34) 
5.2x10-3 

( 0.75) 

Summary statistics 

Initial likelihood value -152.55 -155 . 72 -146. 19 -162.08 

Number of iterat ions 13 12 13 12 

Final likel ihood value -110 .54 -125.83 -1 13.35 -137 . 95 

Number of observations 48 49 46 51 

aParentheses below the parameter est i mates d enote asymptotic I -ra t ios for the null hypothesis of no association . 

bParentheses to the r ight o f each individual specific variable denote the form of the Interac tion with payment or ex posure . 

cOeno tes a binary v ariable equal to one if t11e respondent was a male, zero otherwise . 

dHousehold income in thousands of dollars. 

eD.e.no tes a binary ...w1ri<1bl~ equal4G---One i r-the indfv~a-1-s·lilted a--pre-fe.-enee--for-mky-srtoatrcms;--rero "O"\ herwtse-:- Ttrl.-v;irtat>re-rs-~-onr•estronseno 
ques tion KS . 

f Deno tes a binary var iable equal to on e i f t he r espondent owned their home, zero o therwise . 



TABLE 14-11. SELECTED RESULTS FOR T HE RANDOM UTILITY MODEL WITH 

THE RANKED LOG IT ESTIMATOR BY VERS IO N 


Versionsa 

Rl R2 R3 R4 

Independent 
variables 

Alternative 
specific 

Interaction 
wi t h individual 

specific variables 

Payment Exposure 
Alternative 
specific 

In teraction 
with individual 

specific varlables 

Payment Exposure 
Alternative 

specifi c 

lnr~c:ui:rn 

with individual 
specific variables 

Payment Expos ure 

~~~~~~~~--'nter-action 

Alternative 
specifi c 

with individual 
specific variables 

Payment Expos ure 

Alternative specific 

Payment -0.07 
(-2.96) 

-0. 07 
(-3 . 03) 

-0. 01 
(-0.59) 

-0 . 02 
(-0.61) 

Exposure -0.04 
(-3.87) 

-0.04 
(-4 . 04) 

-0. 09 
(-3.59) 

-0 . 11 
(-3.47) 

Individual specificb 

Age (x) - 2 . 9x10­ 4 

(-1.18) 
8.2x10- 5 

(0.33) 
-9.2x10-4 

( - 4 .28) 
2 .7><10-4 

( 1 . 03) 

Sexc (x) -2. 2><10-2 

(-3.36) 
6. 1x10-3 

(1.02) 
5.0x10-3 

(0. 89) 
-2. 1x10-2 

( -3.31) 

d -1Income ( +) -4. 9x10­ 2 

(-0.67) 
-2.2x10-2 

( - 0.52) 
-2.5x10-1 

(-5 .97 ) 
-2. 7>< 10-l 
(-2.81) 

~ w 
-...J 

Education ( x) 

Years lived In town (x) 

3.8x10-3 

(2. 49) 

8 . 8x10 ­ 4 

(2.80) 

2.5x10-3 

(2. 13) 

-6.2X10-4 

(-1.68) 

-3.5x10-4 

(-0. 35) 

-4
4 .8x10 
(1 .92) 

-1.4><10-3 

(-0. 97) 

-6.5><10- 5 

(-0.16) 

Concerned about 
hazardous wastee ( x) 

-3. 4X10-3 

(-0.33) 
-7. 0><10

-3 

(-0 . 92) 
-4.2x10"2 

(-2.39) 
-4. 2X10-4 

( -0.02) 

Hazardous was~ pollu ­
tion is harmful (x) 

- 1. SX10- 2 

(-1.69) 
-7.5x10­ 3 

(-0.89) 
-9.5x10"3 

( -0.69) 
-3. 4><10-2 

(-2 .24) 

Rislk of dying from 
hazardous was leg ( x) 

- 9 . 1X10-3 

(-0. 22) 
7.7X10­ 3 

( 1. 43) 
- 2.3X10-2 

(-1 . 63) 
-2 .5><10-1 

( -5 .96) 

Summary statistics 

In itial likelihood value - 152.55 -155 . 72 -146.19 -162 .08 

Number of Iterations 15 13 16 18 

Final likelihood v a lue -1 12.64 -128. 14 -107 . 17 -130 .87 

Number of observations 48 49 46 51 

a Parentheses below the parameter estimates denote asymptotic t - ratios for the n ull hypothes is of no association . 


bParentheses to the r igh t of each Individual speci fi c variable denote the form of the inleracti~n with payment or exposure . 


cOenotes a binary v ariable equal to one if the respondent was a male, zero otherwise. 


dHousehold Income in thousands ol' do ll a r s . 


eOenoles a binary variable equal to one i f the respondent s taled a con cern abou t hazardous waste , zero othe rwise . T h is variable is based on responses to 

question K4. 

f Denotes a binary variable equal to one if the respondent considered hazardous waste pollution as harmful. 

gRespondents evaluation or the risk of dying from hazardous was te given the r is k ladder. 



TABLE 14-12. SELECTED RESULTS FOR THE RANDOM UTIL ITY MODEL WITH 

THE RANKED LOGIT ESTIMATOR BY VERSION 


\ 

Versionsa 

R1 R2 R3 R4 

Independent 
variables 

Alternat ive 
specific 

In t eract ion 
with individual 

specific variables 

Payment Exposure 
Alternative 
specific 

Interaction 
with individual 

specific variables 

Payment Exposure 
Alternative 

specific 

Interaction 
with individual 

specif ic variables 

Payment Ex posure 
Alternative 

specific 

Interaction 
with Individual 

specific variables 

Payment Exposure 

Alternative specific 

Payment · 0.02 
( · 1.63) 

-0. 03 
(-1.86) 

-0. 04 
( -2.53) 

-0 .02 
(-1.21) 

Exposure 0.02 
(0. 93) 

- 0 . 01 
(-0.49) 

-0.24 
(-4.76) 

·0. 18 
(-3.35) 

Individual specificb 

Age (x) - 6 .8X10-5 

(-0 .26) 
-1.7><10-4 

( · .060) 
- 3.5><10-4 

(-1 .23) 
-1 .5><10°4 

(-0.51) 

Sexc ( x) - 1.8x10-2 

(-2.73) 
6 . 3><10-3 

(1 . 05) 
1.0><10- 2 

(1. 57) 
·2.6><10-2 

(-3 .79) 

~ w 
co 

d - 1Income per person (+) 

Education (x) 

-1 .3><10°2 

(-0.47) 

-4. 8><10"3 

(·3.13) 

-3.3x10"2 

(-0 .78) 

-3.9><10­ 3 

(-2.65) 

- 1 .3Xl0­ l 
(-2.92) 

2.9><10-3 

(0.98) 

-7.7><10-2 

(-2.64) 

6.1><10-3 

(1.91) 

Ye.ars in town (x) -7.0><10-4 

( -1 .75) 
7.5x10-5 

(0. 17) 
4 . 0><10°4 

(0.59) 
- 2.6><10 

- 4 

(·0.26) 

Actone (x) -7.7><10-5 

(-0.01) 
- 3. 7><10-3 

(-0. 44) 
-1.7><10°2 

(-0 .93) 
- 4 . 1><10• 2 

{-2.53) 

Comparat ive health f ( x) -1. 9x10
-4 

(-0.03) 
-2. 1x10-3 

(-0.29) 
2.7x10"2 

( 1. 70) 
-3.5x10-2 

( - 2.63) 

Years smoked9 (><) 3.4><10-4 

(1 . 44) 
·4.3><10 ­ 4 

(-1.27 ) 
1 .8><10°3 

(2.95) 
-5.2><10- 4 

( ·0.86) 

Summary stalislics 

Initia l likelihood value -155. 72 -155.72 -149 .36 -162.08 

Number of it e rations 13 13 14 13 

Final likelihood value -117. 97 -127 . 23 - 1 13.00 -132. 64 

Number of observations 49 49 47 51 
----======~~en~---~ - '~" - === 
aPare ntheses below the parameter e s timates denote asymptotic t -rallos for the nu ll hypothesis of no associa t ion. 


bPare ntheses to the right or each individual specific v a riable denote the form of the in teract ion with payment o r· e~osure. 

Tunotes a b inary variable equal to one if the respondent was a mate, zero otherwise. 


dHousehold income in lhousands of dollars divided by number or people in household . 


eDenoles a binary variable equal to one i f the respondent lived 1n Acton, zero otherwise. 


'oenotes a binary variable equal 10 one if the responden t raled their hea lth belier than others of the same age, zero o therwise . This v ariable is based on 

responses to question JI . 

9 Number of years respon den t s moked lobacco. f'or respondenls who have not smoked thi s value is sel lo zero. 



TABLE 14•13. SELECTED RESULTS FOR THE RANDOM UT I L I TY MODEL WITH 

THE RANKED LOGIT ESTIMATOR , FULL SAMPLE 


Model-specific sampl ea 

Model 1 Model 2 

ndependent 
var iables 

Alternative 
specific 

Interaction 
with individual 

specific variables 

Payment Exposure 
A l ternative 
speci fic 

Interaction 
w i th indi vidual 

speci fic variables 

Payment Exposu r e 

Al {ernative specific 

r ayment ·0.02 
(-1.66) 

-0 . 01 
(-1. 56) 

xposure -0 . 04 -0.03 
( · 9.66) (-5. 02) 

In ividual s eci fic 

ge -3.6><10°4 

(-3 . 02) 
·3 .2><10°4 

(-2 . 81 ) 

exb ·3.4X10°3 ·4 . 7x10"3 

(-1.33) ( ·1 . 81 ) 

ncomec (.;.) -1 ·8.3x10·2 -1 .ox10· 1 

(-2. 91) ( ·3.62) 

ducation (x ) 6.9><10°4 7.6x10"4 

( 1 . 31) ( 1 . 48 ) 

iskd (x ) 

ears in town (x) 3.8x10· 5 1 . 6><10°4 

(0.2S) ( 1. 16) 

eason for ranke ( x ) ·6.9><10°4 

(-0.25) 

umber of children 7.8x10"4 

Jess t han 18 ( x) ( 0.58) 

ome ownersh ip ( x ) 7. 1x10"3 

(2.22 ) 

ttitudeT toward hazardous - 9 . i •10" 3 

wastes ( x ) \ ·1. 90) 

onsider hazardous waste -1. 3><10°2 

a serious p r oblemg ( x ) ( - 2 . 7 .l ) 

isk of dying fro~ 2. 3x10"3 

h azardous waste ( x ) (0. 42 ) 

s foot notes at end of tab l e. (contin u ed ) 
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TABLE 14-1 3 (continued ) 

Model-specific samplea 

Model 1 Model 2 

Interaction In teraction 

Independent 
variables 

Alternative 
specific 

with individual 
specific variables 

Payment Ex posure 
Alternative 

specific 

with individua l 
s ecific va r iab les 

Payment Expos re 

Summary statistics 

Chi-square; 

Version 1 
Version 2 
Version 3 
Vers ion 4 

In itial li kel ihood 

Number of iterations 

Final li kelihood value 

N.umber of observations 

5. 09 
1.55 
0.98 

10.96 

-616. 54 

15 

-546.06 

194 

9.82 
3.34 
1. 78 
5.90 

-616. 54 

14 

-542 . 12 

194 

or 

ro 

m 

, . 

aParentheses below the parameter estimates denote asymptotic t-ratios for the null hypothesis of no ass9ciation 

bDenotes a binary variable equal to .one if the respondent was a male, zero otherwise. 

cHousehold income in thou.s a nds of dollars. 

dDe notes a b inary v a ri able to denot e combined r isk of dying from: auto accident , heart d isease , air pollution 
hazardous wastes. 

eDenotes a binary variable equal to one if the r espondent had a particular illness in mind when the c ards wer 
ranked, zero otherwise . This variable was based on responses to question F7 . 

'oenotes a b inary v ar iable equal to one if the respondent was concerned about hazardous waste , zero otherwis
This variable was based on responses to question K4. 

gDenotes a binary v ariable equal .to one if the respon d ent considered h azar dous waste as a ser ious problem , zi 
o therwise . 

hDenotes a b inary variable equal to one if the respondent claimed there was a relatively large r isk of d)< ing fr 
hazardous waste po llution, zero otherwise . 

;This statistic estimate s the significance of the d ivergence between actua l a nd predicted card chosen fi rst with 
smaller x2 va lues denoting a small d ivergence. Chi-square va lues presented by version have 3 degrees of 
freedom and a c ritical va lue of 6 . 25 at the 10­ percent level of significance . 
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I 
from the contingent ranking models in comparison with the contingent valuation 

rer utls. It should be acknowledged that since we have not imposed specific 

theoretical restrictions on the estimated uti lity functions , we do not hav e an 

explicit theoretical interpretation for the valuation estimates that are derived. 

T ti is problem was first identified in Desvousges, Smith , and McGivney [1983]. 

I t ar ises because theory would suggest restrictions on the nature of the re la­

tior ship between income and the proposed payment for an exposure risk level. 

Of course , the exact nature of these restri c tions depends on how these pay­

ments are defined. Without these restrictions , different valuation estimates can 

be l derived depending on whether they are defined as changes in the payments 

to maintain constant utility in the presence of a change in exposure risk , or 

chr nges in income to offset the change in exposure risk. 

For the present purposes, we will confine our attention to calculating the 

ch~nges in t he proposed payments that would be required to maintain a constant 

le.Jel for the utility index when the exposu r e risk changes. With the simple 

mob els, the payment changes can be defined fo r each of the two specifications of 

th~ basic model. Consider , for example, the specification involving interactions 

be~ween the payment and the independent variables describing the 

characteristics of the individual. A general statement of this model is given i n 

Equation ( 14.11): 

M 
v = a0 P + a1 R + P · I b.X. (1 4. 11)

J Jj=1 
whr re 

P = payment 

R = exposure risk 

X. 	= jth characteristic of the individual. 

J 


To~a ll y differentiating Equation (14.1 1) with respect to the arguments that are 

as ~umed to change, we have Equation (14 . 12): 

M 
dv = a0 dP + a 1dR + dP I b .X. (14.1 2)

J J j=1 

Holld ing total utility constant implies the dv=O. Thus, solving Equation ( 14.1 2) 

for dP, we have: 
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dP = 
M 

( a 0 + L b.X.) 
j=1 J J 

The same basic logic can be applied to the case of a model where the in erac­

tions are with the exposure risk variable, as defined in Equation (14.14): 

M 
v = CoP + C 1 R + R L d.X. ( 4.14 )

J Jj=1 

Repeating the same process, the payment increment, dP , in this case would 

be given as fol lows: 

M 
L d.X.)dR

J J·=1 
dP = ( 4.15) 

To implement this approach to estimating the valuation of a risk change , 

we must select one or more of the estimated random utility models. As we 

acknowledged earlier, our refined models add little to the simple basic lmodel 

we used to start the process of trying t o interpret the role of respor dent 

characteristics in explaining the observed rankings. Nonetheless, this c~nclu­

sion is at this stage purely a judgment based on rather casual comparison of 

the estimates. Moreover, it i s also clear that we can improve on the nfor­

mation used in forming this judgment. For example, we can consider using 

adaptations to the Hausman [1978] specification error test ( see also Ha! sman 

and McFadden [1984]) to evaluate our models. These are direct avenu s for 

future research in improvin g our preliminary estimates. However, it should 
1

be acknowledged that these tests will not provide information on the ov era ll 

importance of the selection of a model for the valuation estimates. That is , i f 

our objective in estimating these models is exclusively one of estimating the 

representative individual's valuation of a reduction in the risk of expos± re to 

hazardous waste, and if Equations (14.13) and (14 . 15) are accept~d. ~ the 

appropriate valuation measures, then our interest lies in the sens1t1v1 y of 

these results to the model used. It may wel I be, for example, that we cannot 
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I 

jutlge a particular model as 11 best 11 
, but that the selection from a set of c·fose 

competitors does not matter for the implied benefit estimates. 

We can provide a simple i llustration of the problem by comparing the im­

p ljed valuation estimates for all versions of the basi c model in some specif ic 

scenarios. For example, consider the task of predicting the valuation of the 

ri t k changes posed in the contingent valuation questions by the respondents 

re eiving the ranking questionnaire. This is one potential valuat ion scenario. 

T 1 b le 14-14 reports the average valuations derived from th~se calculations by 

tofn for each of the th ree exposure risk reductions w ithin the range of proba­

b d ities posed in the contingent ranking questionnaires. All ten of the possible 

versions of the basic model have been used (i.e. , 5 based on sample x 2 based 

on interaction variables used). 

While this i s a detailed table, a few general patterns do emerge. Models 

es imated from subsets of the sample routinely have more negative predictions 

for what are improvements in the respondents' circumstances. There are also 

a r ery wide range of estimates for these payment increments over the various 

mddels and towns. Of the set of models reported, it appears that the basic 

model estimated using the full sample offers the most consistent results. There 

arr no negative predictions and there is also a more modest set of estimates

fat the valuation increments. Based on t hese find ings alone, it seems clear 

thft the selection of a model for valuation estimates from this set can make a 

supstantial difference in the results derived . Moreover, even on the basis of 

a r ather limited set of models and the maintenance of parallel specifications in 

models used, the problem of devising a set of criteria for ref ining model selec­

tion does appear quite relevant to this application. 

Since developing a proposed resolution to this issue was beyond the scope 

of the Phase I research activities, we have developed t wo illustrative compari­

so s of the contingent valuation and contingent ranking valuation estimates. 

The first of these relies on mean valuation responses from the contingent valu­

atif.n component of the sample and the mean estimated valuation response using 

ea~h of the estimated utility models with the respondents to the contingent 

ra~ king questionnaires. Table 14-15 reports these resu lts for eac h of the 

~h iee exposure risk changes falling within the range of risks used in the rank­

1n~s. 

14-43 




TABLE 14-14. AVERAGE VAWATION OF EXPOSURE RISK CHANGE BY TOWN8 

1/30 to 1/60 1110 to 1120 

Town Income 
Version 1 
p E 

Version 2 
p E 

Verslon3 
p E 

Version 4 
p E 

Version 5 
p E 

Version 1 
p E 

Version 2 
p E 

Version 3 
p E 

Version 4 
p E 

Version 5 
p E 

.J:>, 
}:,. 
~ 

Abington 
Acton 
Arlington 
Belmont 
Beverly 
Braintree 
Brookline 
Cambridge 
Canton 
Carlisle 
Chelsea 
Cohasset 
Everett 
Framington 
Franklin 
Hill 
Holbrook 
Kingston 
Lexington 
Lynn 
Malden 
Marblehead 
Marshfield 
Medford 
Melrose 
Millis 
Millon 
Natick 
Needham 
Newlon 
Norwell 
Norwood 
Peabody 
Quincy 
Revere 
Salem 
Saugus 
Scituate 
SIJerbom 
Somerville 
Stoneham 
Stoug.hton 
Swampscott 
lOpsfield 
Wakefield 
Walpole 
Waltham 
Watertown 
Westwood 
Weymouth 
Wilmington 
Winthrop 
Woburn 

25.8 
456 
300 
508 
25.6 
455 
44.2 
19.5 
29.2 
67.5 
22.5 
'Zl5 
11.3 
36.9 
47.5 
5.8 
27.5 
7.5 
575 
17.5 
38.5 
17.5 
17.5 
29.2 
42.5 
35.0 
-

45.0 
1'7.5 
50.5 
47.5 
32.5 
45.8 
19.5 
7.5 

22.5 
32.5 
22.5 
82.5 
20.8 
27.5 
25.0 
47.5 
67.5 
425 
215 
27.5 
33.5 
675 
22.5 
47.5 
450 
34.2 

26.4 
61.6 
t6.1 
NV 

46.4 
23.1 
NV 

29.8 
20.8 
22.9 
306 
37.2 
15.4 
14.8 
58.8 
17.6 

21.2 
9.8 

10.4 
18.4 

1.8 
NV 

14.4 
28.1 
55.6 
14.8 
-

920 
15.2 
52.1 
31.2 
26.9 
29.9 
25.4 
16.8 
21.0 
20.9 
19.1 
NV 
NV 
17.5 
16.2 
44.2 
19.8 
32.9 
30.0 
1l2 
24.9 
846 
42.7 
19.2 
26.8 
t6.6 

26.2 
28.6 
17.6 
35.0 
20.7 
22.8 
21.2 
24.0 
22.3 
30.6 
23.4 
30.6 
1l7 
25.5 
34.2 
12.6 
26.4 
NV 

34.5 
9.7 

26.9 
36.7 
11.6 
23.1 
31.2 
18.6 
-

36.3 
19.1 
33.D 
32.2 
23.0 
26.4 
22.8 
14.9 
22.1 
25.4 
17.5 
47.0 
25.5 
16.5 
15.2 
35.1 
25.8 
33.2 
25.0 
12.5 
20.6 
:Jl.8 
30.3 
24.6 
26.1 
19.2 

NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
1.3 

NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
-

NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 

11.5 
20.8 
17.1 
14.7 
19.5 
16.5 
18.1 
17.o 
8.2 

24.0 
18.7 
20.5 
9.8 

17.4 
16.9 
14.3 
14.6 
11 .6 
20.6 
15.3 
15.9 
12.7 
16.3 
17.1 

20.2 
14.0 
-

23.2 
17.0 
19.8 
17.0 
17.7 
16.0 
16.2 
t2.5 
12.1 
13.9 
26.2 
17.8 
19.7 
18.5 
15.7 
13.9 
18.2 
12.1 
t3.9 
21.3 
t5.5 

22.4 
24.4 
19.1 
18.7 
16.0 

35.8 
43.1 
41.0 
45.1 
32.8 
41.3 
30.4 
38.8 
44.1 
72.8 
:Jl.5 
34.4 
32.3 
40.1 
43.3 
28.8 
41.1 
24.6 
42.2 
35.3 
36.9 
24.7 
32.4 
35.7 
40.5 
42.0 
-

57.7 
61.2 
39.7 
47.2 
41 .1 
38.1 
38.6 
24.2 
28.4 
36.2 
31.3 
47.5 
39.1 
43.6 
28.1 
46.5 
38.4 
42.1 
:Jl.8 
38.6 
42.4 
47.0 
31.9 
52.3 
38.3 
4t.3 

NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
15.3 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
-
5.8 
5.1 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
4.8 
NV 
NV 
NV 
o.2 
NV 
NV 
NV 
NV 
NV 
2.6 
NV 
4.3 
NV 
NV 

NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 

6t0.9 
NV 
NV 

109.6 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
-

NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 

51.2 
48.1 
38.7 
55.7 
44.6 
49.6 
51.7 
46.1 
47.8 
47.1 
41.1 
50.7 
45.2 
45.4 
55.5 
42.0 
52.8 
32.3 
49.6 
41.0 
49.9 
44.1 
43.0 
49.0 
486 
47.4 
-

48.7 
390 
49.1 
50.9 
46.1 
49.8 
44.7 
45.4 
48.9 
5.2.7 
35.2 
60.4 
40.9 
38.6 
42.5 
55.8 
51.4 
54.5 
45.2 
38.7 
44.0 
43.4 
49.3 
42.6 
47.5 
44.2 

32.7 
48.2 
28.6 
93.9 
36.6 
39.8 
49.1 
:Jl.0 
:Jl.7 
68.0 
32.4 
411 
25.1 
34.7 
56.5 
26.6 
42.3 
16.3 
48.9 
32.2 
50.2 
23.0 
26.1 
35.8 
47.5 
31.8 
-

75.9 
40.1 
45.8 
47.7 
44.8 
36.5 
33.9 
21.3 
25.3 
35.1 
28.3 
65.8 
35.6 
35.8 
23.1 
49.t 
338 
40.5 
32.3 
31.3 
35.9 
41.0 
44.9 
38.3 
35.6 
32.8 

26.8 
35.5 
25.4 
36.8 
25.6 
26.8 
21.0 
32.2 
24.3 
42.7 
29.9 
36.4 
18.2 
30.3 
38.9 
17.5 

34.4 
1.1 

:Jl.4 
18.7 
29.3 
24.0 
20.5 
28.4 
34.9 
28.8 
-

45.5 
33.8 
35.4 
36.9 
30.9 
29.4 
29.3 
14.8 
21.7 
30.3 
26.1 
44.5 
32.3 
26.2 
17.7 
385 
29.0 
34.9 
26.9 
25.1 
24.5 
38.1 
:Jl.5 
33.3 
31.3 
26.6 

79.3 
184.8 
48.2 
NV 

139.1 
69.4 
NV 

89,4 
62.5 
68.5 
91.9 

111.5 
46.3 
44.4 

158.3 
52.7 
63.7 
29.2 
31.2 
55.1 

1205 
NV 

43.2 
84.2 

166.6 
44.3 
-

276.0 
45.6 

156.2 
93.6 
80.8 
89.8 
76.3 
50.4 
63.1 
62.5 
57.2 
NV 
NV 

52.4 
48.6 

132.6 
59.3 
98.7 
90.1 
39.7 
74.7 

253.8 
128.0 
57.5 
80.3 
49.9 

78.5 
85.4 
52.9 

105.1 
62.1 
68.4 
63.6 
72.1 
66.9 
91.7 
70.3 
91.9 
41.0 
76.3 

102.7 
:Jl.9 
79.3 
NV 

103.6 
29.2 
80.7 
110.0 
34.8 
69.4 
9l5 
55.8 
-

109.0 
57.4 
99.0 
96.7 
69.1 
79.1 
68.3 
44.7 
66.2 
76.2 
5.2.4 

140.9 
76.4 
49.4 
455 

105.4 
n.4 
995 
7S.O 
37.4 
61.7 
t13.4 
90.8 
7l9 
78.4 
57.6 

NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
l8 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
-

NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 
NV 

34.4 
62.5 
51.4 
44.1 
58.4 
49.4 
54.2 
50.9 
24.5 
72.1 
56.1 
61.4 
29.3 
52.2 
50.6 
42.8 
43.8 
34.9 
61.7 
45.9 
47.6 
38.0 
48.9 
51.3 
60.5 
42.1 
-

69.6 
50.8 
59.4 
50.9 
53.2 
47.8 
48.6 
:Jl.4 
36.1 
41.7 
78.6 
53.4 
59.1 
55.5 
47.1 
41.6 
54.7 
36.4 
41.6 
63.9 
46.6 
67.3 
7l3 
57.2 
56.0 
47.9 

107.3 
129.2 
122.9 
135.3 
98.4 

124.0 
91.2 
116.4 
132.4 
218.3 
112.5 
1033 
97.0 

120.4 
129.9 
86.5 

12l.3 
7l.9 

126.7 
105.8 
110.8 
74.1 
97.2 

107.2 
121.4 
125.9 

-
17l0 
183.6 
119.1 
141.6 
123.3 
114.4 
115.9 
72.7 
85.2 

108.5 
9l8 

142.5 
117.3 
130.8 
84.4 

139.6 
115.1 
126.3 
113.5 
115.8 
127.3 
t40.9 
95.6 

152.0 
114.9 
124.0 

NV NV 
NV NV 
NV NV 
NV NV 
NV NV 
NV NV 
NV NV 
NV NV 
NV NV 

46.0 NV 
NV NV 
NV NV 
NV 1832.7 
NV NV 
NV NV 
NV 328.9 
NV NV 
NV Nv 
NV NV 
NV NV 
NV NV 
NV NV 
NV NV 
NV NV 
NV NV 
NV NV 
- -

17.4 NV 
15.3 NV 
NV NV 
NV NV 
NV NV 
NV NV 
NV NV 
NV NV 
NV NV 
NV NV 
NV NV 

14.5 NV 
NV NV 
NV NV 
NV NV 
0.4 NV 
NV NV 
NV NV 
NV .NV 
NV NV 
NV NV 
7.8 NV 
NV NV 

12.8 NV 
NV NV 
NV NV 

154.6 
144.. 2 
116.2 
167.0 
1338 
148.7 
155.0 
138.2 
143.4 
141.2 
123.4 
152.2 
135.7 
136.1 
166.4 
125.9 
158.4 
96.9 

148.8 
123.0 
149.7 
132.3 
129.1 
147.0 
146.0 
142.0 

-
146.0 
117.1 
147.3 
152.8 
138.3 
149.4 
134.1 
136.2 
t46.8 
158.1 
105.7 
181.2 
122.6 
115.7 
127.4 
167.4 
154.1 
163.5 
135.8 
116.0 
132.0 
1302 
147.8 
127.7 
t42.4 
132.7 

98.2 
144.6 
85.8 

281.6 
109.6 
119.4 
147.2 
111.1 
11l2 
204.0 

97.t 
129.2 
75.3 

104.2 
169.6 
79.9 

127.0 
48.9 

146.7 
96.5 

150.6 
69.1 
78.2 
107.3 
142.4 
95.3 
-

227.7 
120.3 
1:Jl.3 
143.1 
t34.3 
109.4 
101.6 
63.9 
76.0 

105.4 
85.0 
197.3 
106.8 
107.5 
69.5 
147.4 
101.4 
1215 
97.0 
93.8 
t07.6 
123.0 
134.8 
114.8 
t06.7 
98.5 

86.3 
106.4 
76.2 
110.4 
76.8 
86.3 
63.1 
96.7 
7l0 

128.2 
89.6 

109.2 
54.5 
90.9 
116.6 
52.4 

10l1 
3.2 

112.3 
56.2 
117.9 
71.9 
61.4 
85.1 

104.6 
80.4 
-

136.4 
10t.3 
106.3 
110.8 
92.8 
88.2 
117.8 
44.4 
65.0 
90.8 
78.4 

133.6 
96.8 
78.6 
53.0 
t15.3 
117.1 

104.7 
80.6 
75.4 
73.5 

114.2 
112.4 
99.9 
93.4 
79.8 

NOTES: P • Payment; E • Exposure; NV designates a negative value for the estimated payment corresponding to the utility change. 

arhese esllmates are constructed using the fufl sample to estimate the change In the payment that would maintain a constant level for the estimated indirect function with 
the s~ecified chango in tho exposure risk. 



TABLE 14-15. AVERAGE VALUATION ESTIMATES FOR RISK REDUCTIONS USING 

CONTINGENT VALUATION ANO CONTINGENT RANKING ESTIMATESa 


Change in ex~osure riskValuation 
framework 1/ 5 to 1/ 10 n 1/ 10 to 1/20 n 1/ 30 to 1/ 60 n 

Contingent va lu<1tion 
I I 

Conditional r isk 1/ 10 14.19 42 13. 85 47 19. 19 48 
( 19.89) ( 20 . 56) ( 25. 92 ) 

Conditional risk 1/20 26.20 46 31 . 02 46 19 . 73 45 
(42.39) (48. 34) ( 42.95) 

b1j. Contingent ranking 

Version 1 

p NC 
 155.42 206 N 77. 71 206 N 25 . 90 206 

(928.81) (464 . 41 ) (154.80) 

E R 152. 15 R 76.68 R 25.36 
(67 . 28) (33.64) (1 1.21 ) 

Version 2 
p R - 115.17 206 R -57. 58 206 R - 19 . 19 206 

( 316.83) ( 158. 42 ) ( 52 . 81) 

E R 107.48 R 53.74 N 17. 91 
(33.93) ( 16.97 ) (5.65) 

Ve rsion 3 
p R 240.98 206 R 120.49 206 R 40 .16 206 

(64. 09) (32.04) ( 10.68) 

E R -48.48 R -24 .24 R -8.08 
(76.64) ( 38 . 32) (12.77) 

Vers ion 4 
p N -455. 76 206 N -227.89 206 N -75.96 206 

( 2,882.36) ( 1 , 441.18) ( 480. 39) 

E R 282.36 R 141.18 R 47. 06 
( 44. 71) ( 22.35) ( 7 . 45) 

Version 5 
p R 250. 18 206 R 125.09 206 R 41 . 70 206 

(136.06) (68.03) (22.68) 

E R 184 .88 206 R 92.44 206 R 30.81 206 
(65.42) (32.71) (10. 90) 

~ sample standard dev iations. n is the sample 
ize involv ed in each case. 
T....... "'..,,......... ,,. -··· .,........... 

b refers to the model us ing the payment inte raction , and E the exposure r isk interaction. 

c ' designates the failure to reject the null hypothesis of equal ity of means and R ind icates rejection . 
he t-statistic used for these calcu lations was 

..i.....:..kt =x
sp 

sp (n~ -1~s 1 2 • 'n2 -1~s22 (~)n I + nz - 2 n1 • nz 
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r due-

the 

Each estimat in ­

There are two ways of interpreting these results. First, since the ~eans 
were developed independently, we might suggest the application of a te It for 

the null hypothesis of equality of means for the relevant exposure risk 

tions using each of the potential contingent ran king models. 

correct interpretation of the contingent ran king valuations. 

volves a nonlinear combination of random variables (see Equations (1 4.131 and 

( 14.15)) . There will be a different mean and variance for each individuJ I by 

the assumptions of the model. Thus, to use these calculate~ values is eq y iva­

lent to ignoring this information. Nonetheless, it is a practice that closely 

parallels the types of comparisons in valuation estimates reported in eJ rlier 

studies. Consequenlty, we have reported it to provide an approximate gauge 

of the relationship between the average estimates derived from the two i eth­

ods. When the conventional t test for difference in means is applied a? an 

index of disparity in the two estimates , there are only seven cases whe~ the 

null hypothesis of equality would not be rejected at the 5 percent level. hese 

cases are identified in Table 14-15 with an N prior to sample mean ( R d sig ­

nates rejection of the null hypothesis). In each case the test involved a om­

parison of the mean of the calculated contingent ranking valuations with the 

relevant contingent valuation mean. Since the contingent ranking design Pf ints 

held the conditional risk constant at 1/10 , this implies the tests involve only 

the firs t row of the table. 

It is difficult to isolate features that distinguish the cases where we would 

be led to a judgment that the ·nul I hypothesis could not be rejected in relat ion ­

ship to the remainder where it is. Clearly, the differences can arise rom 

substantial differences in the underlying distributions for these random vari ­

ables, making the use of the test statistic as a crude index of disparity a poor 

discriminator. Equ<illy important, differences in the compos i tion of the indi\/id ­

uals in each conti ngent valuation subsample versus respondents receivingl the 

contingent ranking questionnaires who were used for these calculations could 

be another factor in these pronounced differences. 

One approach to avoid these criticisms is to assume we can only focu ~ on 

the mean estimates from each method and apply instead the Cummings, Brbok ­

shire, and Schulze (1984] reference accuracy criteria. Here we can find ~ev­
eral cases with overlapping intervals implied by taking ±SO percent of their 
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r~spective eshmated values. The cases of consistency as judged by this 

approach are confined to those with the smallest risks ( i.e. , the change from 

1( 30 to 1/60). 

A second approach for developing a comparison of the contingent valuation 

and contingent ranking estimates does so at the individual level. To illustrate 

how it would proceed we have selected two contingent ranking based models-­

the basic specification applied to the full sample using the payment ( P) and 

the exposure risk ( E) formulations. With these estimated models it is possible 

t? calculate for the contingent valuation respondents a valuation for the risk 

cranges they are asked. Moreover I these estimates can be developed taking 

afcount of each individual's characteristics (to the extent they are included 

ab determinants of the contingent ranking utility functions). Table 14-16 

reports a summary of these results for two smaller risk changes that overlap 

title contingent ranking design risks. Th is table reports regression models 

f 611owing Thei l ' s [1961] proposed approach for evaluating the predictive per­

fQrmance of economic models. In this case the contingent valuation for these 

specified risk changes have been regressed on the estimated payment change 

tQ maintain constant total utility in the p resence of that risk r eduction that 

w!as calcu lated for each ind ividual u sing each of two of the ran dom utility mod­

els estimated with the contingent ranking responses. Each of the four contin ­

gent valuation design points involving these two risk changes is considered 

separately, becaus·e we would expect that the level of the conditional risk, 

which cannot be reflected in the contingent ranking models, would affect the 

c~nsistency between the two approaches to estimating the valuation . . 

These results confirm the findings using the Cummings et al. reference 

af curacy criteria in that the contingent valuation and contingent ranking esti ­

mates appear more consistent at the lower risks (i.e., the case of a change 

f i om 1/30 to 1/60). The correspondence does not appear to be affected by 

t e level of the conditional risk. Indeed , the results are approximately com­

p rable for the two levels. Finally, the model using interactions with exposure 

risk is more compatible than that involving interactions with payments. 

Overall, while these models are preliminary and the comparisons limited 

t the two basic mod els estimated usin g the full sample of con t ingent ran king 

r sponses, it does appear that contingent valuation and contingent ranking 

can provide comparable valuation estimates . Of course , the selection of the 
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TABL E 14- '16. COMPARISON OF CONT I NGENT VA L UAT IO N AN D CONT I NGENT RA N KING VALUAT ION 

ESTIMA T ES USING IND I V I DUAL RESPONSESa 


1/ 10 to 1/20 1/30 to 1/ 60 

Independent 
Dl D2 D5 D6 

variables p E p E p E p E 

Intercept -4.24 -5 . 15 27.97 -8.56 6.60 2.26 -42.60 -32.85 
(-0.87) (-0.79) (2.29) (-0.38) (0.53) (0.20) (-3.18) (-1.28) 

CR payment 0. 15 0.25 0.06 0.48 0.33 0.56 1. 45 1.83 
(5. 11 \ (3.73) (1.08) (2.167) (1.06) (1.59) (5.91) (2.47) 

(-29.31) (-11. 19) (-17.09) (-2.34) (-2.17) (-1 .25) (1.83) (1 . 12) 

R2 0.42 0.28 0.03 0.13 0.63 0.06 0 . 56 0.19 


F 26.13 13.87 1 . 17 4.70 1. 12 2.51 34.97 6.12 

_. 
.i::. 
I n 37 37 34 34 38 38 38 28 

.i::. 
CXl 

aTh e numbers in parentheses immediate l y be low t h e estimated coeffi c ients a r e t st atistics for t h e nu ll hy ­
pothes i s of no association. 

bThe second set of numbers in parentheses test the null hypothesis of unity for the slope parameter. 



model used to organize the contingent ranking responses and range for the 

risk change are the key variables in this conclusion. The consistency exists 

for only one model over a limited range of the risk change. This may reflect 

i adequacies in our preliminary models for the contingent ranking results or 

ranges where the two may not be expected to perform consistently. 

I 
1 .6 SUMMARY 

This chapter has summarized the preliminary results from the analysis of 

~1e contingent ranking component of our survey. These results seem promis­

' g. Simple versions of the random utility model appeared to do reasonably 

w l I I in 11 explaining 11 the rankings provided by the survey respondents. The 

r~le of the basic influences (i.e., the payment, exposure risk, and income 

vjriables) on the utility indexes seems quite stable. Nonetheless, the initial 

eyorts to enhance the model specification suggest that there may be scope for 

incorporating information on risk perceptions, information, and the nature of 

tle individual's circumstances in the description of the determinants of these 

r n kings. However, the development and a selection from among cand idate 

m dels appears difficult without a fairly specific theoretical structure to guide 

t~e specification. 

I Finally, to consider the issues involved i n developing a comparison of 

con tingent valuation and contingent ranking estimates, we developed two simple 

comparative appraisals using the basic model. These suggested some consist­

e~cy in t he two valuation estimates. However, this conclusion was found to 

bEf sensitive to both the contingent ran king model used and the range selected 

for the exposure risks. 
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CHAPTER 15 

A COM PARI SON OF CONTINGENT VALUATION AND HEDONIC 
PROPERTY VALUE MODELS FOR RISK AVOIDANCE 

15. 1 INTRODUCTION 

This chapter presents a comparative evaluation of the contingent val + tion 

and hedonic property value approaches for val u ing risk avoidance. This e alu­

ation focuses specifically on measures of risk-avoidance actions taken by house­

holds in response to the location of industrial facilities that have hazardous 

waste landfills. Risk avoidance differs from risk reductions in the sense that 

the risks of exposure to hazardous wastes from the fac i lities are not red ced; 

only the household can control the size of these exposure risks. It can reduce 

these risks by some action it takes to avoid them. Thus, our evaluation 

focuses on household location decisions as an action for reducing the risks of 

exposure to hazardous wastes. 
I 

Our evaluation differs from most previous comparative evaluations or the 

approaches for estimating benefits associated with environmental resou ces. 

I t does not compare values or benefits. Instead, it uses an entirely diff1rent 

standard to gauge the relative or "reference" accuracy of contingent valuation 

and hedonic proper ty value models. Specifically, we compare the 11 predi4ted 11 

distance that an "average" household, in each of 54 survey-area towns, ~ould 

choose to locate from the facilities that have hazardous waste landfills. To 

develop these predictions we have proposed a combined framework--one that 

uses both t he hedonic property value model and a "demand for distance" model 

developed from the contingent valuation survey together. Each framework pro­

vides an element in the information required to develop these predictions. 

Thus, we would expect that if they are mutually consistent descriptio1 s of 

the decision process, their combined predictions would be consistent witl the 

performan ce of other economic models for location decisions. This argulent 

implies that the mutual consistency of the models can be judged by how tJhese 

predictions compare with the average of the actual distances households have 
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for 

these types of facilit ies. Therefore, this approach offers a new 

gauging reference (or relative) accuracy. Previous comparisons 

pared two estimates, with the actual, or "true, 11 values unknown. 

Despite the alternative perspective provided by this comparison, however, 

it does have disadvantages. Specifically because we use the two approaches 

jo ntly to make the predictions, we cannot attribute any inaccuracies exclusively 

to one approach or the other. In addition, for our specific comparative evalu­

at on, it should be acknowledged that it is very preliminary. It is based on 

in ti al models for both approaches that are more exploratory than final. In­

we view this chapter as structuring an agenda for furt her research 

than as a report on the final results of an exhaustive comparison.* 

GUIDE TO THE CHAPTER 

Section 15. 3 of this chapter summarizes past comparative evaluations of 

cT tingent valuation and indirect methods for estimating tthe benef its associated 

wl h changes in some aspect of environmental quality. Section 15.4 highlights 

sor e of the conceptual issues associated with comparing hedonic models intend ­

el to reflect households' responses to risk and contingent valuation surveys. 

Sj ction 15. 5 details the elements in the questionnaire and adjustments made to 

th~e structure of the experimental design so that comparative informa_tion could 

b elicited. Section 15. 6 summarizes the data and features of the hedonic 

p operty value model used in our comparison. Although our comparative eval­

u tion was based on an initial version of the model developed by Harrison 

review includes a discussion of the relationship between this vari­

a t of the model relative to a revised formulation recently proposed by Harrison 

a d Stock (1984). Section 15. 7 describes the ability of the survey respond­

e ts, to use distance as a mechanism to obtain risk reductions. Section 15.8 

r ports the demand-for-distance results derived from the survey responses 

*Our recent find ings with refined versions of the generalized travel cost 
m del (Smith, Desvousges, and McGivney (1983)) used to value water quality 
imfrovements (see Smith, Desvousges, and Fisher (1 984]) suggest that this 
caution is indeed warranted. In the presence of incomplete plausibility and 
selnsitivity analyses of the specific models derived from each method, the com­
p~ rative analysis can easily reflect specification or other modeling errors w ith 
each method's candidate. They need not be the result of inconsistency in the 
u derlying methodologies' 11 true 11 results. 
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and how these are merged with information from the Harrison hedonic mo el to 

predict the distance selected by the "average" household for each town in the 

survey area. Section 15.9 reports a comparison of these findings with the 

average distances selected by households in each town based on the rep rted 

sales in the Harrison data set. Finally, Section 15.10 discusses the limit tions 

of the analysis and the potential implications of these findings for furthe re­

search. 

15.3 THE ROLE OF JUDGMENT IN COMPARATIVE STUDIES 

This section discusses the role of judgment in past efforts to co, pare 

alternative benefits estimation approaches. Our purpose here is to provi l e an 

additional perspect ive on these comparative efforts and to indicate ho the 

comparison in this chapter differs from them . ( See Cummings , Brooks ire, 

and Schulze [1984] for a detailed overview and evaluation of the majori y of 

past efforts to compare contingent valuation and indirect methods' estimat s of 

individuals' valuations of environmental resources.) 

Cummings, Brookshire, and Schulze [1984] concluded their recent evalua­

tion of comparative studies by observing that, with the exception of one esti­

mate in Desvousges, Smith, and McGivney [1983], all comparisons yielded esti­

mates that were within their reference accuracy bounds of ±50 percent.* That 

is, ±50 percent intervals defined using the contingent valuation estimates gen­

erally overlapped those defined using the indirect method's estimate b y ±50 

percent. With one other exception, these studies all sought to compare esti ­

mates of the representative individual's valuation of some environmentally r ela­

ted good or service--i . e. , services of recreation sites, hunting permits, water 

quality levels at water-based recreation sites, air quality levels, and earth­

quake hazard information. (See Table 6-12 in Cummings, Brookshire, and 

Schulze [1984) for a summary . ) The only exception involves a compar is~n of 

the estimated elasticity of substitution between wages and the services at the 

social infrastructu re in New Mexico communities. In this case , a hedonic age 

model and a contingent valuation survey's estimates of this elastici ty were com­

*This one estimate in Desvousges, Smith, and McGivney (1983) wa~ for 
t he loss of the area and was identified in the study as likely to be subject to 
error because of the generalized travel cost model's treatment of substitute 
sites. 
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pared and found to provide consistent results. Cummings, Brookshire, and 

Jchulze (1984) also noted that, while the true values individuals place on com­

" lodities can never be known , all of the empirical ev idence available at the time 

of· their assessment indicated that contingent valuation estimates are indistin­

guishable from those available from indirect methods in order of magnitude 

terms. Moreover, in most ca·ses ( and especially where the Cummings , Brook­

shire, and Schulze reference operating conditions are satisfied), the contingent 

Valuation estimates are within ±50 percent of the estimates d_erived using other 

thods. Consequently, the authors closed their summary w ith a positive±I aluation of the accomplishments of contingent va luation and of the prospects 

for further advances. 

One element discussed by Cummings, Brookshire , and Schulze [1984) but 

not specifically considered in evaluating the results of the various compar isons 

i~ the role of the analyst's judgment in the construction of each method's ben­

efit estimates. For example, subsequent analysis of the Desvousges, Smith, 

af d McGivney (1983] comparative results has highlighted the important role 

s ch judgments can play in shaping each method ' s resu Its and , in turn, the 

c nclusions that are derived from comparative assessments. Although this 

point has generally been recognized as an important component of most con ­

tingent valuation research , it has not been speci fi cally made for the indirect 

1 ethods 1 results.* 

The Smith, Desvousges, and Fisher [ 1984] reevaluation of the comparison 

rr.ported in Desvousges, Smith, and McGivney [ 1983] indicates t hat an analyst's 

jl!ldgment can have a direct and important effect on the numerical results re­

ported for benefit comparisons involving the valuat ion of water quality changes 

with the travel cost model. Table 15-1 presents revised estimates of the recre­

ation benefits from water quality improvements for both travel cost and contin­

gent valuation approaches, using the average of the two iterative bidding ques­

ti,on formats to be comparable with the estimates presented in Cummings, 

Brooksh i re, and Schu lze (1984). The revised travel cost estimates resulted 

*This is simply a question of relative emphasis. Cummings, Brookshire, 
and Schulze [1984] do clearly discuss the problems with selecting specifications 
f~r the econometric models used in indirect methods and cite recent evidence 
b y Coursey and Nyquist [1983] on the sensitivity of demand functions to the 
assumptions made concerning the stochastic error as one example. 
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TABLE 15-1. RESULTS OF THE REVIS.ED DESVOUSGES, 
SMITH, AND MCGIVNEY COMPARATIVE STUDY 

Water 

Beatable to Boatabl l to 
Approach Loss of area game fishing swimmable 

Contingent . a 
vaIuat1on 

..0 r1gina lb 

travel cost 

Revisedc 
travel cost 

Contingent 
valuation ±50% 

Revised 
travel cost 
±50% 

20. 14 

82.65 

3.53 

10.07 to 30 . 21 

1. 77 to 5.30 

11.48 

7.01 

7 .16 

5.74 to 17.22 

3.58 to 10.74 

28.001 

14. 71 

28.861 

14. 00 to 

14. 43 to 

aThese estimates are s l ightly different from those reported in Cumm ngs, 
Brookshire, and Schulze [1984]. They reflect the different number of o ser­
vations associated with the two iterative bidding estimates and compJ te a 
grand mean taking these differences into account. 

bSee Desvousges, Smith, and McGivney [1983] for more details. 

cThese travel cost estimates are based on a simple travel cost model esti ~ated 
using the responses of survey respondents who used sites along the M9non­
gahela River (the study area). See Smith, Desvousges, and Fisher [ 984] 
for discussion of the specific model. 
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f om efforts to · refine the earlier generalized travel cost model. However, they 

are from a simple travel cost model and not the generalized model or its ante­

cedents. This model was selected after extensi v e evaluat ion of the plausibility 

of a number of alternative models. Apply ing the reference accuracy criteria 

or Cummings, Brookshire, and Schulze [1984), two of the three ±50 percent 

ihtervals for the revised travel cost estimates for water quality changes overlap 

t e corresponding intervals for the 11 average 11 contingent valuation estimates. 

T he third estimate remains inconsistent, yet is now much lower than the con ­

ttngent. valuation estimate. When the first model's estimates were used in this 

c mpar1son, the travel cost estimate for thi s case (i.e., a water quality deteri ­

o ation leading to the loss of the recreationa l use of the site) was clearly lar­

ger than the subsequent estimates. Thus, this reeva luation illustrates the 

il)"l portant role the analysts' judgments can play in the benefit esti.mates derived 

f [ om each method as well as in any comparative evaluations of different methods 

based on such estimates. 

I The effect of the analysts' judgments is especially important to the inter ­

pretation of the findings reported in this chapter. As we noted at the outset 

or the chapter' our objective is to compare the average distances from indus ­

t r ial faci lities with onsite hazardous waste landfil ls se lected by households with 

the distances that are predicted as the 11 average 11 household's selections based 

o a "demand for distance" model. This demand model was derived from the 

responses in our contingent valuation survey. To calculate these predicted 

d listances, we used an early version of Harrison's analysis of the housing sales 

ii\ suburban Boston to estimate the implicit price of distance from an industrial 

s te with hazardous wastes. In a subsequent .analysis (see Harr ison and Stock 

[ 984]), completed too late to be included in further comparative analyses, a 

new specification was reported for a hedonic property value model based on 

t e same sales data. This new analysis uses a substantially different measure 

o the hazardous-waste-related attribute that households are assumed to be 

s lecting in their site location decisions . Given the differences in the two 

m~odels ( described further in Section 15. 4), it is reasonable to expect that com ­

p rative evaluations of the contingent-valuation results based on the second 

h donic model could well differ from those using the first specification. Judg­

ment is required to determine which model is the most appropriate basis for 
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estimating a household's marginal willingness to pay for distance ( as a com­

ponent of the site attributes describing the disamenities associated with haz­

ardous waste disposal sites ) . Such an evaluation is beyond the scope o thi s 

chapter and the research activities associated with the first phase of this rej­

ect. However, it will be important to the development of a final compa 

assessment of contingent -valuation and property-value estimates of the isk­

avoidance activities of households. 

15 . 4 CONCEPTUAL DIMENSIONS OF THE DISTANCE-RISK RELATIONSHIP 

We h ave argued throughout the conceptual and empi rical analyses in this 

report that hazardous waste disposal regulations ( if effective ) should be t eat ­

ed as providing individuals with reductions in the risks of being expos d to 

hazardous wastes. Consequently, our ana lysis has focused on estimating ndi­

viduals' valuations of exposure risk reductions. Before w e can eva luat, t he 

relationship between these results and other approaches to the problem, it is 

important t o consider how other approaches treat "the outputs" deliverJ d to 

households from increased regulations of land-based disposal of hazardous 

wastes.* T o apply a hedonic property value model to estimate the values ~ele­
v ant to a household for hazardous waste regulations, it is important to r now 

how the household can respond to hazardous waste disposa l practices. While 

there are a variety of possibilities, the most direct, and likely most comp~tible 

with the h edonic framework, is to select a distance from a disposal site J In 

effect, this distance is a proxy "for a service ·delivered to the household. By 

increasing the distance between its residence and a landfill with hazarF:Jous 

wastes, the household i s assumed to be receiving some services that enhance 

its utility. 

The nature of services received are important to understanding the role 

o f distance in the hedonic framework. For example, increased distance from 

the disposal site can serve to reduce risk by reducing the number of path f ays 

through which an exposure can occur. That is, with increased di stance , ex­

posure t o airborne hazardous substances disposed at the site becomes less ike­

ly. Alternatively, to the extent the household gets its water from a prijvate 

*This analysis need not apply only to land-based disposal regulati ns. 
It is general enough to apply to most hazardous waste regulations. 
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Clearly, 

w 11 and therefore relies on groundwater, distance may also reduce the chance 

o an exposure through contamination of the household's water supply. How­

e er, the precise outcome would depend on the relationship between the source 

o 	 t he well water and the locat ion of the disposal site. It would also be affect ­

by the character of the disposal practices, the nature of the soil, the 

stes involved in the disposal site, and the time horizon for the analysis. 

the services provided by increased distance from a hazardous waste 

s te can be very complicated. 

Despite these complications, we have assumed (as has Harrison) that in­

c reased distance is a mechanism for reducing risk. This is why we have re­

f i rred to these distance selections as risk-avoidance actions. In effect, great­

e distances enable the household to avoid or reduce the risk of exposure to 

h zardous wastes. Linking distance and risk avoidance is a crucial assumption 

brcause it affects our ability to connect the results of any contingent valuation 

s y rvey designed to estimate the option prices that would be paid for reductions 

i 

donic 

the risk of exposure with comparable valuation measures derived from 

property value models (see Smith [1985b]). What is at issue is the 

of the transfer function that individuals perceive is connecting their 

r sk of exposure to hazardous substances with the distance of their homes from 

a hazardous waste disposal site. To use the results of a hedonic model based 

o these distances (or functions of them, as in the case of Harr ison and Stock 

[ 984]) to estimate the representative individual's marginal value (i.e., incre­

m nta l option price) of risk reductions, we must assume t hat there is an 

af cepted, and commonly understood, transfer function between distance and 

e t posure risk. S ince the technical factors governing this relationship are 

i perfectly understood by experts on the processes governing contamination 

groundwater as a result of land-based disposal of these substances, it seems 

u reasonable to expect consistency in the judgments made by the layperson.* 

*This uncertainty played an important role in the design of the Burness 
e al. (1983] contingent valuation study. Their effort sought to use cantin ­
g nt valuation to estimate individuals' valuations of a regulation given uncer ­
t inty as to the effects of hazardous wastes. It was argued, because of the 
I ck of clear consistency, that the presentation of specific risks wou ld not be 
t eated as credible informat ion by survey respondents otherwise. 
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However, this consistency in risk-perception-distance relationships across 

individuals is not required i f it is possible to acquire the information nl ces­

sary to understand the factors that determine how different individuals form 

their perceptions of this relationship. Unfortunately, this possibility wa ex­

p lored in several focus group sessions ( see Desvousges et al. [1984a] ) wi t hout 

success. T hus, our a priori expectations for acquiring the desired inform~tion 
as part of the contingent valuat ion survey were not optimistic. Nonethel ess, 

our questionnaire was structured to include one approach for eliciting informa­

tion on this risk perception-distance relationship. 

15.5 ALTERNATIVE AVENUES FOR COMPARISON 

This section discusses the two alternatives considered within our 

of individ als'design for comparing the contingent-valuation-based estimates 

responses to risks of exposure to hazardous wastes with those available from 

a hedonic property value model . The first alternative i nvolves comparin the 

valuation responses derived from contingent valuation on a per unit of risk 

basis with the marginal valuations estimated from a hedonic property alue 

model. The second uses the two methods to develop a joint prediction o the 

distance a specified (or h ypothetical) household would select to locate in t ela­

tionship to a hazardous waste site. Each alternative requ i res different t pes 

of information. The first requ i res an estimate of distance-risk transfer f l nc­

tion ·described in the preceding section and , as a result, calls for i nform t ion 

on the distance equivalent to risk reductions. The second requires 

t ion of the behavioral responses of households in the presence 

prices of risk avoidance activities and consequently requires information 

of diff 

on ­

s istent with a demand for distance model . 

15.5.1 Eliciting the Distances Considered to be Required 
for Risk Reductions 

The f i rst alternative for comparison involves el iciting each Irespond n t 1 s 

perceived transfer function between distance and exposure risk reduction If 

it is possible to acquire this information , then the contingent valuation re ­

sponses can be 11 translated 11 i nto point estimates for the increment al op t ion 

prices that would be paid for increases in the distance between an individ y a1 1 s 

home in relationship to a land-based hazardous waste disposal site. 
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A simple comparison between these estimates and those implied by a 

hiedonic property value model w i th this distance measure would then provide 

o~e basis for comparing point estimates of approx imately consistent benefit ~on ­
c f pts. However, an exceptionally large number of qualifying assumptions are 

required to establish a general correspondence between the two sets of esti­

fT\ates. * For example , the hedonic estimates are estimates of a point on the 

individual 's incremental option price-risk schedule ( see Smith (1985] ) . The 

estimation of the option prices that would be paid for discrete risk changes 

( .e., increases in distance) would face modeling and estimation problems anal ­

opous to those facing conventional uses of the hedonic model (see Sarti k and 

sri th [forthcoming J for further discussion). 

In addition, the assumptions needed to use contingent valuation responses 

t derive implied valuations of distance changes are equally limit ing. Perhaps 

the most stringent assumption required is that the function relating the re­

spondent's option price bid to the change in his exposure risk must be com­

bined, in some fashion , with his transfer function for distance and exposure 

r isk changes. Combining these functional re lationships is complicated not only 

b~ conceptual issues, but also by the need to know the functional form. More­

e er, it must be estimated based on a limited range of empirical evidence for 

*To some extent, this is also true of the other comparative analyses as 
ell. However, because the results have tended to support the conclusion of 

ci nsistency between the contingent valuation and particular indirect method 
findings, the required assumptions have been given less attention. 

Equal ly important, in our case, the "commodity" involved in the contin­
g~nt valuation analysis is a risk change. Based on the Cummings, Brookshire, 
ahd Schulze [1984] analysis, this could be considered a case where the appli­
Cfition did not satisfy their reference operating conditions ( ROCs). These con­
dltions are 

Subjects (or participants in the contingent valuation ) must under­
stand and be familiar with the commodity t o be valued 

Subjects must have had or be allowed to obta i n prior valuation and 
choice experience with respect to consumption levels of the commodity 

There must be I ittle uncertainty 

Willingness to pay and not willingness to accept valuation measures 
should be elicited. 

That is , depending on one ' s own interpretation of the ROCs, this case 
could contradict three of the four reference operating conditions. 
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these relationships. Thus, even with the ability to successfully elicit infjrma­

tion on the relationship between distance and perceived risk, the connection 

between estimates from both methods using this comparison is crude . 

However, some of these same types of problems were present wit1 the 

past comparisons of contingent valuation with an indirect method. Gene ally, 

they were avoided by assuming that the connection between physical mea ures 

of air or water quality and the perceived consequences of these amenities was 

known by ind ividuals. This approach may not be unwarrarited, but it seems 

a more reasonable assumption for many environmental amenities compar d to 

the case for relationships involving risk. For example, the whole issue of risk 

perception has been controversial,* which has provoked critici sm of thel ex­

pected utility hypothesis, as we acknowledged in Chapter 3. Consequet tly, 

it is prudent to consider evaluating the plausibility of the distance-risk ch~nge 

responses before using them in a comparison of contingent valuation and 

hedonic property model findings. I 
Such a comparison need not be concerned with whether the individuals 

know the " true, 11 underlying relationship beween exposure risk and distar ce. 

Rather I the objective is to determine what each individual perceives that r ela­

tionship to be. An evaluation of plausibility is then an appraisal of the con ­

sistency of the responses with what would be derived if respondents unfer­

stood what was asked. Since the focus group sessions indicated that this \evel 

of understanding might not be realized, we incorporated a different sejt of 

distance-related questions used earlier by Mitchell [1982] to gauge individf als' 

aversions to the siting of undesirable facilities. Mitchell used the distande at 

which an individual would be willing to have a new facility built before desiring 

to relocate his home. t This aversion presumably reflects the same mo ives 

* For a good discussion of the problems in understanding the risk perf ep ­
tion process from the psychologists' perspective, see Slavic, Fischhoff, and 
Lichtenstein [1982) . 

tThe specific text of Mitchell's question is given as follows: 

Finding new places to build new industrial and power plants is 
sometimes difficult these days. I'm going to mention five types 
of buildings or sites. Assuming that they would be built and 
operated according to government environmental and safety regu ­

(continu~d) 
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hypothesized to govern location decisions within the hedonic propefty value 

1odel. It is, of course, less carefully controlled. 11 Desiring to move or pro­

tjst an action 11 are activities that require more precise specif ication if· they 

a r e to be associated with the tangible actions underlying the hedonic property 

v r lue model. Nonetheless, Mitchell's results indicated that individuals could 

r f adily understand these types of questions . Our focus group sessions con­

firmed his appraisal. In using them as a gauge of the plausibil ity of the risk 

Pfrception responses we are implicitly assuming that our questions based on 

tle Mitchell approach request distances that correspond to minimally accept­

arle levels of perceived risk (in our case, implicitly recognizing the costs of 

ving). By contrast, our distance-risk reduction question developed for the 

mparison requests increments in distance that would yield a specified risk 

ange. Nonetheless, it seems plausible to expect a reasonable proximity be­~ 
tween the two with the former potentially providing an upper bound to the 

latter.* 

( ontinued) 

lations, you might or might not feel strongly about living close 
to them. For each type of plant please tell me the closest such 
a plant could be built from your home before you would want to 
move to another place or to actively protest, or whether it 
wouldn't matter to you one way or another how close it was? 

The specific facilities mentioned were: 

A ten-story office building 

A power plant t hat uses coal for fuel 

A nuclear power p lant 

A large industrial plant or factory 

A disposal site for hazardous waste chemicals ( if t h e governmen t 
said disposal could be done safely and that the site would be 
inspected regularly for possible problems ) . 

*This is a conjecture and not a conclusion that cou ld be demonstrated. 
The exact relationship depends on what individuals take into account in formu­
1 ting their responses to the Mitchell distance questions. In particular , the 
IElvel of risk that would be regarded as acceptable (given the perceived cost 
ol the action moving) in comparison with the risk changes asked about would 
Ii r ely be .the key determinants of the relationship between these responses. 
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15.5.2 Eliciting Demand-for-Distance Information 

The second approach for developing comparative information does re­

quire individuals to formally calculate distance-risk change.. it 

assumes that proximity is a relevant measure of the perceived risk experie ced 

by the individual (and of any other disamenities associated with these facili­

ties). The process is straightforward. A price increment per mile of distt nce 

between the individual 's home and an industrial site that has a landfill with 

hazardous substances is suggested to the individual. This is describe as 

the increase in the purchase price of the home, holding al I other structL!lral, 

site, and neighborhood characteri stics constant. In effect, the demand1for­

distance approach constructs a hypothetical, partial equilibrium single market 

for proximity with a constant marginal price for that proximity. It implicitly 

assumes that the i ndividual is capable of separating distance from all o~her 
attributes. As explained in Chapter 7, our design asked different indivi1 uals 

different marginal prices. 

Nevertheless, our second approach assumes that a specific relation hip 

exists between the individual's demand for distance and his demands for o her 

site attributes. These other demands influence the demand for dist nee 

through the overal I price of housing. There are no specific substitutio or 

complementarity re lationships between attributes of the structure, site ~ or 

neighborhood and the proximity. To investigate them would require compar­

ably detailed information on the decisions with respect to any other charadter ­

istics hypothesized to be associated with distance. Equally important, this 

approach assumes a constant marginal pr ice for distance to facilitate as ing 

the questions of respondents. This assumption stands at variance with the 

role of most housing and site attributes in hedonic models. Indeed, it is the 

nonconstancy of these marginal prices that poses problems with the us of 

hedonic property value models to characterize individuals' preferences for site 

attributes (see Quigley (1982] and Bartik and Smith [forthcoming]). 

15.6 	 STRUCTURE OF TH E QUESTIONS AND DESIGN FOR 
COMPARATIVE INFORMATION 

There are three important features of the structure used to elicit infor­

mation for a comparison of contingent va luation estimates of an individ~al's 

risk valuation and avoidance activities. The first of these involves the experi­

15-13 




mrntal design . . Our two approaches--i. e. I eliciting distances required to rea­

li ~e risk reductions versus distances selected at constant marginal prices per 

mf e from a disposal site--were considered to be independent in the experi ­

m ntal design. That is, the risk change posed in the f i r st type question was 

s lected independently of the marginal price for t he second. We have effec­

tit ely assumed that the two responses are made independently. Based on the 

p etest and other experience with the questionnaire, this assumption seemed 

q 	 ite reasonable. The two types of information are requested in different 

rts of the questionnaire, separated by a substantial number of other ques­

ns that elicit a wide variety of additional information . Moreover, different 

s enario descriptions were used for each approach. 

The second featu re of the process of obtaining this information involves 

selection of the risk changes used for eliciting a distance-risk change 

Specifically, these were tied to the endpoints of the exposure risk 

ctors used in the contingent valuation questions (see Chapter 7, Figure 7-2). 

effect, the starting exposure probability and the ending exposure probabil ­

were used for the distance-risk change question. There were several 

r asons for this tied design. First, and most important, if these distances 

be elicited successfully, they would correspond to the precise risk 

which the individua l expressed a valuation response. Further 

concerning the functional form of the transfer function between 

would not be required to translate the bids for risk reduc ­

the risk circles described in Chapter 8 as the basic vehicle for 

the commod ity, a ris k change, to the individual were discussed at 

of the questions requesting distance-risk change information. T his 

p rmitted the respondent to gain famil ia rity with the vehicle and helped to 

h ghlight the risk postulated to be .capable of being controlled--the exposure 

risk (or shaded portion of the first circle on the cards, see Figure 8-6 in 

apter 8). 

The last feature ·of th.is dimension of the questionnaire was the selection 

marginal prices for distance. Each respondent was given one of four 

v lues--$250 , $600, $1,000 and $1,300. These figures ~ere described as in­

c eases to the purchase price of the house for each mile it was located away 

c ange for 

sumptions 

ns to valuations of distance. 

Second, 

o 
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from the disposal site. The specific values were selected based on an nitial 

review of an early version of the Harrison property value model, on expe ience 

with this type of question in focus groups, and on the results of other h donic 

property value studies in which distance measures from other types of r nde­

sirable facilit ies were included as site attributes. 1 
After explaining the concept of risk and the features of the risk ci cles, 

the question requesting the distance-risk change information proceeded i two 
1 

parts . The first part asked if the individual thought movin_g would affeI the 

risk of exposure to a hazardous chemical in the drinking water supply. I f he 

answered "yes, " the distance was requested. The specific text of the ues­

tion s was as fol lows: 

Please look at Cards A and C. The risk of exposure decreases from 
1 chance in 300, or thirty-three hundredths of 1 percent chance, 
on Card A to 1 chance in 1, 500, or seven-hundredths of 1 percent 
chance, on Card C. Since your heredity doesn't change, the middle 
circles don't change. This also means the combined risk decreases 
from 1 chance in 30,000 to 1 chance in 150,000, or from thirty-three 
ten-thousandths of 1 percent to seven ten-thousandths of 1 percent. 

Now think about a hypothetical situation using Cards A and C. Sup­
pose that Card A shows your risk of exposure from a hazardous 
chemical in your drinking water supply. Do you think that by mov­
ing you could reduce your risk of exposure to the level shown on 
Card C? I am not asking would you actually move, but is it possible 
that by moving you could reduce your risk to the level on Card C? 

For a positive response then: 

How far do you th in k you would need to move to lower your risk to 
the exposure level on Card C? 

Of course, the precise size of the probabilities explained in the introduf tory 

text varied with the specific design point (see Figure 7-2 in Chapter 7). 

The second question used for comparative information occurred aftJr all 

risk valuation information had been requested of respondents to separ~te it 

from the distance- risk change responses and, equally important, to avoi1 the 

potential of the marg in al prices of distance serving as informational "anc~ors" 
and thereby affecting the individual's va luation responses for the postulated 

risk changes. This question first elicited information on the average cost of 

a house in the respondent's neighborhood. If the individual could not pr~vide 
an estimate, the interviewer suggested a value based on estimates for the 1980 
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C nsus for each town . * Immediately following this question, the respondent 

w s told that he could select a location for his home in relationship to a manu ­

facturing plant that disposes of hazardous wastes in a landfill at the site. 

Once the distance was given, the interviewer calculated the r evised cost of 

t~e home and asked if this was what the individual had intended. The spe­

ci r ic text of the two questions is given below : 

I want you to think about another, completel y different situation. 
This is about distance from a plant or factory site with hazardous 
waste and how it might affect your choice of where to ·buy a house. 
But first, what would you say i s the average cost of a house in your 
neighborhood? 

Now, suppose you could c hoose between two almost identical homes 
Ii ke those in this neighborhood. That is , they have the same num ­
ber and types of rooms and al I their other features are the same ; 
and your children would go to similar school s. The only difference 
between them is their distance from a manufacturing plant t hat dis­
poses of its hazardous waste in a landfill at the plant site. Sup­
pose you could pick any distance you would want from the hazard­
ous waste site, except that for each mi le between your house and 
the site , you would pay $250 more than for the same house you could 
get next to the site. For example, suppose the price of a house 
next to the site was (READ AVERAG E COST FROM ABOVE); then 
t he same house 1 mile away would cost (R EAD AVERAGE COST) plus 
$250. At an additional cost of $250 per mi le, how many miles away 
from the plant site would you choose to be? 

The last component of the information used in the comparative analysis 

w s a replication of the Mitchell (1982 ] distance question. The basic concept 

of the question was retained, but the action was recast as an individual movingira1her than desiring to move. The specific set of facilities described to re­

spondents had several categories tha t overlapped with those of Mitchell ' s analy ­

si s and some new types of facilities. The specific question was as follows : 

Finding places to bu i ld new industrial or power plants, businesses 
or commercial bui ldings , or publ ic facilities is sometimes difficult. I 
am going to name some different types of facilities. Suppose that 
each of the things I name would definitely be bui l t and would be 
operated according to government envi ronmental and safet y laws. 

*Appendix G reports the specifi c values that were made available to inter­
vi wers. However, for the sample of homeowners , the respondents were able 
to provide an estimate of the average value of homes in their n eighborhood. 
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Tell me the c losest distance to your home that each facility could be 
built before you would move. If you wouldn't move no matter how 
c lose it was built, please tell me. 

DISTANCE DON'T 
IN MILES KNOW 

Ten-story office building ........... . * 
Large industrial plant without 
hazardous wastes ................... . * 
Coal - fired power plant.............. . * 
Nuclear power plant................ . * 
Four-lane interstate highway........ . * 
Gasoline station/convenience store .. . * 
Large industrial plant with a 
hazardous waste landfill ............ . * 
* = response code for does not know the answer. 

One final aspect of the process of eliciting information for the su vey 

should be acknowledged. The sample size available for analysis is larger with 

this information because these questions were included on both the continpent 

valuation and the contingent ranking variants of the questionnaire.* In r hat 

follows, the analysis focuses on only the homeowners in the sample because 

this is the group considered in the hedonic property value analysis. Morea er, 

it seemed reasonable to expect that they wou ld be more capable of responding 

to the second of the two comparative questions. This restriction yields a basic 

sample of 391 observations (before adjustments for nonresponses and the asso­

ciated missing information associated with each model specification). 

15.7 THE HARRISON HEDONIC PROPERTY VALUE MODEL 

The property value model that forms the basis of the indirect metho for 

estimating the extent of risk avoidance on the part of households was djvel­

oped by Harrison (1983). It is based on the sales of over 2,000 single - f~mily 

housing units in 83 towns in suburban Boston. The study included exte1 sive 

information on both the characteristics of these housing units and on the ahri ­

butes of their neighborhoods, including indexes of air quality, access to the 

*See Chapters 7 and 9 for a more detailed discussion of the rational for 
and specific details of the experimental design underlying the survey. 
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c~ntral business district, crime , the property tax rate , a measure of school 

q ality, and detailed information on the location of industrial sites, landfills , 

a d land - based disposal sites for hazardous wastes. Ten of the eighty- th ree 

t~wns included landfills with hazardous wastes disposed in them. These were 

i dustrial sites with landfills containing hazardous wastes on their premises. 

A total of 11 such sites was identified in the suburban Boston area, with two 

s e es in Woburn. The Harrison data include information on the distances of 

e~ch property to the closest site, the type of site , and detailed information 

~le :aeri::~:sceusseo: i:a::: ~:~ries:~h m::e~.· Table 15-2 provides a description of 

The housing prices are sales prices for transactions between November 

1 77 arid March 1981, with most of the sales taking place toward the end of 

the period. Prices were measured in constant dollar ( 1977) terms in the first 

a~alysis of these data (Harrison [1983]). Although a variety of models were 

ct nsidered, our attention will focus on the log-linear specification of the model. 

T e proxy measure assumed to reflect the disarnenity influence of the hazard­

ous waste site was represented by two distance variables. The first of these 

measures the distance of the house to the closest industrial site, whether or 

n t hazardous wastes were actually disposed of in a landfill at the site. The 

s cond is an interaction variable--the product of a quali t ative variable, which 

w s unity if the site had a landfill with hazardous waste (zero otherwise), and 

the minimum distance measure. This format was selected in an attempt to sep ­

arate a disamenity effect for industrial sites and a separate, additive effect 

(i,.e., a shift of the slope coefficient for the distance measure) that was asso­

ciated with whether hazardous wastes were actually disposed of in the landfill 

a the site. 

Table 15-3 lists the hazardous waste sites involved. Figure 15-1 shows 

t~ese sites in the sample-area towns, with shaded triangles indicating the loca ­

ti n of the hazardous waste landfill. Table 15-4 reports the hedonic funct ion 

r ported in the first Harrison (1983] analysis of these data. This model form ed 

tle basis for our comparative evaluation. 

In subsequent analysis, Harrison and Stock [1984] have respecified the 

m del, adding new potential determinants of housing prices and--more s ignifi ­

c nt for our comparative analysis--changing the definition of the measure of 

t~e disamenity (i. e., the measure of the perceived exposure risk) due to the 
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TABLE 15-2. DESCRIPTION OF SELECTED VARIA
HARRISON PROPERTY VALUE DATA SET 

BLES IN 

Variable name Description 

MINDISTT 

MINDISTI 

LOT 

STORIES 

YRBLT 

HEAT (FORCED A I R) 

Distance to nearest hazardous waste 

Distance to nearest industrial site 

Lot size 

Number of stories of house 

Year house was built 

Type of heating system, variable = 

site 

1 , then force 

HEAT (HOT WATER ) 

HEAT (STEAM) 

CONST 

COND 

LOT 

BATH 

SPACE 

ROOMS 

BASE 

Fl REP 

COVPARK 

CR IME 

TAX 

air, 0 otherwise l 
Type of heating system, variable = 1 , then hot water, 
0 otherwise 

Type of heating system, variable = 1, then steamI 
0 otherwisea r 
An index of the quality of construction, variable is: 
0 =poor, 5 =excel lent 

An index of the present condition, variable is: 
0 = poor, 5 =excellent 

Lot size in square feet 

Number of ful l bathrooms 

Living area in square feet 

Number of rooms 

Percentage of basement that was finished 

Number of fireplaces 

Qualitative variable for covered parking, variable = 1 
for covered parking, = 0 otherwise 

Crime rate 

Full value tax rate 

(cont i ued) 
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TABLE 15-2 (continued) 

vbriable 
I 

name 

Pf RATIO 

Description 

Pupil to teacher ratio 

S AT Fraction of low status in tract population 

TOXIC Area of nearest hazardous waste site 

Index of access to employment centers 

1980 air pollution measure in the Census tract 

Index of access to radial highways 

Qualitative variable, variable = 1, indicating tract 
borders the Charles River, = 0 otherwise 

THREAT Qualitative variable on whether municipality's water 
supply has been threatened by a hazardous waste 
site, variable = 1 if threatened, = 0 otherwise 

F LL Area of nearest landfill 

D Distance to nearest industrial or hazardous waste site 

Interaction variable between D and a qualitative 
variable = 1 if site contains hazardous wastes and 
= 0 otherwise 

a he omitted category is described as "other" heating systems. 
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TABLE 15 ­ 3. HAZARDOUS WASTE SITES IN THE 
SMSA IDENTI F I ED BEFORE 1982 

BOSTON 

Town Name 

Approximate 
land area 
(acres) 

Date 
d i scove y 

Acton 

Ash land 

Bedford 

Bel l ingham 

Cambridge 

Canton 

Kingston 

Salem 

Weymouth 

Woburn 

Woburn 

W. R. Grace Company 

Nyanza, Inc . 

BSAF Industries 

Benzenoid O r ganics 

W. R. Grace Company 

I ndian Line Far m 

Marty's GMC 

Salem Acres, Inc. 

Agrico 

I ndust r iplex 128 

Wells G and H 

400 

30 


5 


4 


10 


25 


1 

180 

10 

300 

200 ( plume ) 
0.005 (wells) 

Dec 197~ 

1967 I 
May 197~ 


Oct 19801 


Mar 1979 

Dec 198~ 
Apr 1980 

Sept 198 

May 1980 

June 197f 

Sept 197b 

I 
Source: Harrison and Stock (1984]. 
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Figure 15-1. Map of survey area showing industrial sites 
with landfills containing hazardous wastes. 
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I 
TABLE 15-4. HEDONIC PROPERTY VALUE FUNCTION: INITIAL VER1 10N 

Variable Coefficient t-statistic 

Dependent: Log ( HV) · 

Constant 7.677 22.12 
STORIES -0.006 -0.61 
HEAT (FORCED AIR) 0.048 3.26 
HEAT (HOT WATER) 0.098 6.39 
HEAT (STEAM) 0.068 3.40 
CONST 0.056 9.23 
COND 0.034 6.91 
YRBLT -0.002 -3.03 
YRBLT2 0.00006 6.21 
log ( LOT) 0.073 9.42 
log ( BATH ) 0.088 5.29 
log (SPACE) 0.338 18.49 
BASE 0.0004 1. 92 
FIREP 0.096 13.79 
COVPARK 0.085 8.64 
log ( TAX ) -0.336 -12.23 
log (PTRATIO) -0.264 -6. 10 
log (STAT) -0.006 -3.25 
log (ACC) -0.204 -1 3.43 
log (NOXO) -0.575 -6.78 
log ( RAD ) 0.059 6.18 
CHAS 0.079 2.94 
THREAT 0.031 1. 07 
Fl LL -0.0007 -4.59 
D 0.013 1. 59 
DW 0.054 3. 17 

Adjusted R2 = .72 
Total degrees of freedom = 2186 

Source: Harrison (1983]. 
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ocation of the hazardous waste landfil Is in relationship to private homes. In 


their revised analysis, Harrison and Stock considered two indexes of perceived 


isk of exposure to hazardous wastes. These indexes are based on functions 


f the inverse of the square of the dist ance of each of the 11 sites to the
touse. The first index i s simply the sum of these inverses across all sites. 

he second weights these inverses of the squared distances by the area of 

he site as a proxy for the volume of the chemicals at the site. The rationaler 
for their specification is based on a simple physical model of the exposure 

process. Under the assumption of a uniform dispersion through a homogeneous 

r edium, the concentration of contaminants at any house 1s location will decline 

ith the inverse of the square of the distance of the contamination source from 

tthe house. * 

It is important to note that this framework may not be relevant to expo­

ure through an individual 1s water supply if the houses are served through 

municipal water supplies. In that case , the relevant measure would re late to 

, he location of the source in relation to the wells providing each town's water . 

t arrison and Stock acknowledge this possibility / but argue that the effects of 

risks of this type cannot be dist inguished from the 11 town effect 11 measures for 

j ach town represented by quali t ative variables in their revised model. These 

J ariables were also not part of the original Harrison specification. In addition, 

j wo further modifications were introduced. Since the sales took place over a 

period in which interest rates and other financial factors changed substantial ly , 

wit h corresponding influences on both housing prices and sales activity, the 

1uthors introduced qualitative variables for the quarter in which the sale took 

place. Finally, a variable to reflect 11 income effects" was included in t he 

hedonic price function. They explain their rationale as follows: 

Our formulation implies that the willingness to pay to avoid the risks 
of living near a hazardous waste site would depend on income. To 
account for such a relationship, we included interac tion terms in 
which the two hazardous waste variables [the risk measures described 
earlier] were multiplied by the predicted price obtained from an ini ­
t ial regression [i.e., hedonic price f unction] . We anticipated that 
the interaction term would be negative to reflect an increasing mar ­
ginal value of waste cleanup as income ( and hence predicted house 
price) rises. (Harrison and Stock [1984L pp. 18-19). 

* This explanation paraphrases the Harrison-Stock [1984] explanation. 
1 hey also used the number of industrial sites, within various concentric circles 
round each housing location, to measure disamenity effects. 
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This additional variable seems somewhat controversial. Based on the 

authors 1 explanation, their specific rationale for including it is not ear.ii 
The hedonic price function should not reflect the bu~er 1 s income as a me sure 

of willingness to pay. The hedonic function is an equilibrium relationship 

describing the locus of market equilibria for a differentiated product. l~may 
wel I be that the authors intended to postulate segmented markets by i come 

level, similar to Thaler and Rosen's [1975] suggestion of differentiated im l icit 

markets for risk in their hedonic wage model. In that case, one might still 

wish to question their proxy variable because of its construction. I 
Nevertheless, the revised model does not yield statistically signi~ cant 

estimates of the parameters for the risk terms. That is, based on a s mple 

examination of the estimates , some of the specification changes do not a pear 

to be clear improvements in the earlier format. Consequently, further co1par­

ative evaluation of the two models will be necessary before it is possible to 

unambiguously conclude that the revised model is a superior basis for describ ­

ing household risk-avoidance activities. I 
However, a detailed evaluation of the two models is beyond the sco~e of 

this report; the first has been accepted as the initial basis of performing an 

initial comparison and describing the factors that may be important to th~ re­

su lts of such an evaluation. 

15.8 RISK CHANGE AND DISTANCE 

Table 15-5 reports the mean responses for our version of Mitchell 1s Idis­

tance questions by town for two types of facilities--a large industrial ! lant 

without hazardous wastes and one with a landfil I containing hazard6us wa tes. 

These responses are reported in the second and third columns of the able 

with the estimated standard deviation in parentheses below the mean. The 

fourth column provides the average distance reported for the risk change from 

the exposure level associated with Card A to that of Card C. Consequently , 

this mean is based on distances for quite different risk changes. That i J·, as 

we noted earlier, this risk change was specifically tied to the experimf ntal 

design for the valuation changes measured with the contingent valuation nieth­

od. This impI ies that we are adding together the d istance response percep­

tions for quite different risk changes, depending upon the composition o the 

design points that happen to be contained in each town. 
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TABLE 15-5. AVERAGE DISTANCE RESPONSES, DISTANCE RISK CHANGE RESPONSES, 

AND ACTUAL DISTANCES BY TOWNa 


Distance from 
industrial e lant, mi 

Actual distance 
from industrial 

eiant (minimumL mi 

Town 

Number 
of ol)ser­

vations 

Plant 
without 

hazardous 
wastes 

Plant 
with 

hazardous 
wastes 

Distance 
for risk b 

change, mi 

Number 
of 

sales 

Plant 
without 

hazardous 
wastes 

Plant 
with 

hazardous 
wastes 

Abington 7 2 . 71 
(1.98) 

24.50 
(22.60) 

2.00 13 4.96 
(1.09) 

8.36 
(1.65) 

Acton 114 3.64 
(9 .80) 

16.02 
(21.07). 

100.66 
(134 . 15) 

31 2.03 
(0.99) 

1. 94 
(0.96) 

Arlington 2 3.00 
(3.00) 

39. 67 
(51.38) 

100.00 58 2 . 31 
(0. 67) 

2 .32 
(0.66) 

_. 
(J1 

N 
(j) 

Belmont 

Beverly 

6 

10 

6 .67 
(2 . 58) 

16.80 
(46.83) 

58 . 29 
(40 . 99) 

24.90 
(29.98) 

50.00 

200.00 
(267.71) 

63 

21 

1.91 
(0 . 49) 

2 . 54 
(1 . 35) 

1.83 
(0 . 48) 

13.12 
(3.53) 

Br aintree 6 2.67 
(2.58) 

9.33 
(7.79) 

83.33 
(28.87) 

43 2 .25 
(1.16) 

5.53 
(1.79) 

Brookline 5 2 .20 
(1. 64) 

7.20 
(4.09) 

70.00 
(51.96) 

32 4.44 
(0.90) 

4.36 
(0.89) 

Cambridge 4 2. 00 
(2.00) 

17.25 
(21.99) 

53 1.95 
(0. 71) 

2.06 
(1.23) 

Canton 5 1.40 
(2.07) 

16.60 
(10.38) 

310. 00 
(410. 12) 

9 1. 41 
(0.80) 

9.64 
(1.51) 

Carlisle 8 6.25 
(2 . 55) 

26.88 
(22.98) 

5 6.31 
(1 . 00) 

4.58 
(0.42) 

Cohasset 4 6.25 
(4.79) 

16.25 
(11.09) 

26 .67 
(17 . 56) 

9 6.36 
(0.66) 

15.28 
(2.59) 

Framingham 12 25 . 13 
(79.20) 

25.31 
(35 .16) 

320.00 
(391.46) 

74 2.48 
(0.92) 

4.27 
(1.14) 

Franklin 5 1. 40 
(1.14) 

14.00 
(20.36) 

68.78 
(89.29) 

34 

I 

2. 12 
(0.72) 

8.49 
(3.52) 

Holbrook 1 10.00 20. 00 18 5.46 
(0.55) 

6.30 
(0.55) 
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TABLE 15-5 (continued) 

Distance from 
industrial ~lant 1 mi 

Actual distance 
from industrial 

~lant ~minimum) 1 mi 

Town 

Number 
of obser­
vations 

Plant 
without 

hazardous 
wastes 

Plant 
with 

hazardous 
wastes 

Distance 
for risk b 

change, mi 

Number 
of 

sales 

Plant 
without 

hazardous 
wastes 

Plant 
with 

hazardous 
wastes 

Kingston 3.00 
(2.83) 

5.00 
(5.00) 

10.00 32 2. 77 
( 1. 56) 

17.25 
(5.05) 

Lexington 11 5.58 
(5.43) 

10.83 
(8.26) 

126.25 
(134.45) 

33 5.26 
(0.98) 

3.99 
(0.94) 

Lynn 1 1.50 
(2. 18) 

17.50 
(17. 68) 

50.00 202 2.96 
(0.63) 

8.34 
(2.59) 

Maiden 10 2.75 
(3 . 16) 

24.20 
(15.98) 

130.00 
(185.90) 

18 2.19 
(0 .58) 

4.84 
(0.68) 

C!1 
N 
-..J 

Marblehead 

Marshfield 

1 

2 

0.00 

1.00 
( 1 . 41 ) 

0.00 

1.50 
(2 . 12) 

30.00 

9 

31 

2.17 
(0.39) 

8.60 
(1.38) 

13.55 
(0.80) 

15.81 
(2.89) 

Medford 1 7.50 
(3.54) 

15.00 
(7.07) 

18 2.03 
(0.40) 

2.28 
(0.61) 

Melrose 6 2.38 
(3.79) 

7.67 
(4.97) 

183.33 
(28.87) 

19 3.03 
(0.37) 

4.88 
(0.63) 

Milli s 1 2.00 10.00 12 4.39 
(0.65) 

8 .50 
(0.65) 

Milton 2 6.00 
(5.66) 

22.50 
(3.54) 

100.00 54 4.27 
(0.58) 

6.29 
(0.91) 

Natick 3 2.00 
( 1 .73) 

7.00 
(7 . 21) 

75.00 
(43.30) 

51 3.29 
(0.84) 

6.48 
( 1 .13) 

Needham 2 0.00 
(0.00) 

1.00 
(1.41) 

19 7.76 
(0.29) 

9.50 
(0.69) 

Newlon 

Norwell 

6 

6 
-

3.67 
(3 . 78) 

8.50 
(7.97) 

178 . 84 
(402.35) 

23.50 
(21 . 39) 

-
268 . 75 

(124 . 79) 

157.00 
( 158. 10) 

. 
48 

28 
-

5.78 
( 1. 00) 

-
4.62 

(1.80) 

5.76 
(1.08) 

12.21 
(2.89) 
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TABLE 15-5 (continued) 

Distance from 
industrial E!lant, mi 

Actual distance 
from industrial 

E!lant (minimum) 1 mi 

Town 

Number 
of obser­

vations 

Plant 
without 

hazardous 
wastes 

Plant 
with 

hazardous 
wastes 

Distance 
for risk b 

change, mi 

Number 
of 

sales 

Plant 
without 

hazardous 
wastes 

Plant 
with 

hazardous 
wastes 

Norwood 1 5.50 
(6.36) 

6.50 
(4.95) 

22 1. 74 
(0 . 50) 

11.51 
(2.19) 

Peabody 5 6 . 83 
(8 . 01) 

30.17 
(38.33) 

40.00 
(14.14) 

66 1.60 
(1.00) 

8 .16 
(2.17) 

Quincy 6 3.42 
(5.10) 

9.17 
(9.17) 

100.00 162 2.36 
(1.00) 

6.67 
(1.66 ) 

Reading 3 2.00 
( 1 . 00) 

21 .67 
(12.58) 

78.33 
(105.63) 

33 0 .93 
(0.45} 

2.04 
(0.74) 

U1 
N 
(X) 

Revere 

Salem 

2 

9 

0.15 
(0 .21 ) 

18.56 
(31.78) 

1.50 
(0.71) 

52.89 
( 44.76) 

68 .50 
(89.72) 

6 

8 

1.73 
(1.18) 

0 .67 
(0. 48) 

7.88 
(0.92) 

11.65 
( 1 . 01) 

Saugus 6 3.17 
(2.79) 

17.00 
(19.34) 

28.33 
(20.21) 

16 3.84 
(0.57) 

6.62 
(0.83) 

Scituate 4 1 . 75 
(2.36) 

30 .00 
(46.90) 

200.00 46 8.56 
(1. 28) 

14.80 
(2.62) 

Sherborn 4 25.20 
(42.54) 

56.80 
(41.52) 

100.50 
(140. 71) 

4 3 .07 
(1.00} 

5.52 
( 1 . 28) 

Somerville 3 ·2.33 
(2 . 52) 

20.67 
(25.72) 

38 1.47 
(0.47) 

1.90 
(0.72) 

Stoneham 1 1.00 10.00 20.00 16 1. 19 
(0.43) 

2.76 
(j).71) 

Stoughton 5 2. 00 
(2.45) 

7.50 
(11 .61) 

35.00 
( 13.23) 

20 2.85 
(0.89) 

9 . 95 
(1. 85) 

Swampscott 6 168.00 
(407.60) 

32.00 
(37.80) 

100.00 5 2.44 
(0 .?2 ) 

11.29 
(0.33) 

Topsfield 5 2.80 
(2.28) 

22 .80 
(16.71) 

600 . 00 
(0.00) 

7 2.87 
(0.41) 

13.25 
(0.35) 
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TABLE 15-5 (continued) 

Distance from 
industrial elant1 mi 

Actual distance 
from industrial 

elant (minimum~! mi 

Town 

Number 
of obser­

vations 

Plant 
without 

hazardous 
wastes 

Plant 
with 

hazardous 
wastes 

Distance 
for risk b 

change, ml 

Number 
of 

sales 

Plant 
without 

hazardous 
wastes 

Plant 
with 

hazardous 
wastes 

Wakefield 4 1. 75 
(2 . 22) 

56.25 
(95.86) 

160.00 
(121.66) 

13 2 .01 
(0.75) 

3.54 
(0.77) 

Walpole 5 0.92 
(0.66) 

35.00 
(40.62) 

80.00 
(98.99) 

13 1.82 
(0.82) 

12.61 
(2.01) 

Waltham 4 3.75 
(2.22) 

26.25 
(23.58) 

30.00 
(28.28) 

21 4.99 
(0.89) 

4.98 
(0.97) 

Watertown 6 3.08 
(3.93) 

35.00 
(23.24) 

106.00 
(92 . 63) 

16 2.82 
(0 . 64) 

2. 71 
(0.64) 

~ 

U1 
10 
<.o 

Wayland 

Wellesley 

1 

3 

1.00 

3.33 
(2.08) 

1.00 

11.00 
(12.29) 

95.00 
(77.78) 

18 

27 

1.88 
(0.72) 

5.10 
(0.98) 

7 .41 
(0.95) 

9.04 
(0.66) 

Westwood 8 4.00 
(2.20) 

30.63 
(39.11) 

31.75 
(45.60) 

8 3.24 
(O. 71) 

11.55 
(1.02) 

Weymouth 79 1.57 
(0.74) 

7.29 
(2.88) 

Wilmington 5 5.00 
(3.54) 

57.00 
(41. 77) 

203.33 
(260.83) 

17 1.87 
(0.88) 

3.63 
(1.17) 

Winchester 1 15.00 50.00 14 2.13 
(1.01) 

3.50 
(0.39) 

Winthrop 8 4.31 
(3.84) 

134.50 
(349.79) 

100 .00 3 2.74 
(0.39) 

8.99 
(0.83) 

Woburn 8 1.00 
(1.69) 

23.50 
(32.54) 

33.00 
(36.98) 

21 1.79 
( 1 . 21) 

2.49 
(1.19) 

aThe first four columns relate to the survey responses; the last three are based on the Harrison proper­
¥ val.ue-data..-Sam~le.--Tl:l~er-S in paf'eAt-Ae-se-s be-low-t-he-s-amp~e means-a~~he-s-ampfe-9>t8f'td-a 

deviations. 

bl n those cases where no standard deviation is reported, there was only one respondent to the question. 



To compare the distance for a risk change with the distance responses to 

o r Mitchell questions, it is necessary to consider the variation in the distance 

responses according to the risk change described. Table 15-6 reports the 

rlean distances perceived for the exposure risk changes corresponding to each 

dr sign point in the sample (including both the contingent valuation and the 

cpntingent ranking formats). With the exception of the subset associated with 

the third design point under the contingent ranking format ( given in the third 

row of the table), the means for our Mitchell-distance questions calculated with 

tlese subsamples are of the same general order of magnitude as the means esti ­

~ated using the town-specific subsamples. The presence of hazardous wastes 

at an industrial site's landfill yields a consistent increase in the distance indiv­

iduals would require (the third design point is again the only exception to 

t111is conclusion and results from outlying observations). The distance increase 

r~nges from 2 to over 25 times la rger than the minimum 11 acceptable 11 distance 

f ~om an industrial plant without hazardous wastes in landfills at the site. 

The responses on the distance/risk c hange questions are more difficult 

tq understand. When one considers the means across subsamples, there does 

nit appear to be a consistent relationship between the size of the risk change 

ard the distance response. In some cases equal percentage changes, regard­

less of the initial level of the exposure probability, yielded distance responses 

fairly close proximity. However, this was not uniformly true. Indeed, 

ttliere are several important exceptions. For example, the first two design 

p~ints of the contingent ranking imply the same percentage risk change as 

t t e first two with contingent va luation question format, yet the distance re­

sponses are quite different. Even within a question format type there are a 

cluple of exceptions to the assumption that individuals focus on the percent­

a e change in the odds and not the size of the actual risk change. Th us, it 

a pears that either the sample respondents did not understand or they were 

uf able to formulate a consistent perceived relationship between distance to a 

h zardous waste site and the associated risk changes. This conclusion is rein ­

f reed by the fairly close proximity between the average distance responses 

ti the Mitchel I questions and the average of actual distances from sites for 

hf uses involved in sales in each town, shown in Table 15-5. T he results are 
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TABLE 15-6. MEA N DISTANCE RESPONSES G ROUPED BY T HE SIZE OF T HE RISK CHANGEa 

Minimum distance from industria l plant, mi 

Vers ionb 

Exposure ri sk changec 

Scenario C hange 
Average distance 

for r isk change, mi 
Plant without 

h azardous wastes 
P lant with 

hazardous waste s 

Rank ing 1/ 10 to 1/ 50 0 .08 156.05 17 . 29 33 . 35 
( 159.69) ( 37. 71 } ( 35.85 ) 

Ranking 1/10 to 1/ 50 0 . 08 154. 12 7 . 96 24 .50 
( 163. 48 ) ( 22.21 ) ( 30. 73) 

Ranking 1/ 20 to 1/ 60 0 . 03 126 . 50 64 . 24 28.20 
(155. 12) (224 .04) ( 31. 12) 

Ran king l / 20 to 1/60 0 .03 137.05 3 .94 14.91 
(208.04) ( 3 . 48) ( 13.68 ) 

Direc t 1/ 10 to 1/ 50 0. 08 99.87 3.03 80. 12 
q u estion ( 126 . 37) ( 4 . 61 ) ( 238. 80 ) 

Direct 
question 

1/10 to 1/50 0.08 61 . 83 
( 50 .84 ) 

2.95 
(4. 50 ) 

20 . 72 
( 25. 39 ) 

Direc t 1/ 5 to 1/ 25 0 . 16 61.00 3.33 22 .33 
question ( 53.21 ) (2 . 53) ( 32 . 83) 

Direct 1/5 to 1/25 0.16 15S . OO 1 . 92 16 . 92 
question ( 319.33 ) ( 1 .38) ( 25.70 ) 

Direct 
question 

1/ 30 to 1/ 150 0.023 83 . 21 
( 135 . 10 ) 

3.27 
( 4. 18 ) 

84. 73 
( 253.68 ) 

Direct 
question 

1/30 to 1/ 150 0 . 023 153.85 
(1 47.49) 

4 .64 
( 6 . 36 ) 

13 .49 
( 13.88 ) 

Direct 
quest ion 

1/ 300 to 1/ 1, 500 0. 0023 97.43 
( 165 .65) 

3 . 61 
( 3.54) 

27 . 06 
( 47 . 29 ) 

Direct 
quest ion 

1/ 300 to 1/ 1,500 0.0023 72.40 
(98 . 80) 

5 . 10 
(7. 92) 

24 . 69 
(35.37 ) 

aThe numbers in parentheses below the sample means are the estimated standard deviat ions . 

bRanking des ig n ates the contingent ranking versions of the quest ionnaire , and direct ques tion refers t o the 
remaining versions used in the research design. 

c T here a r e multiple replications of the s ame exposure risk change reported because they correspond lo 
cases where there was another reason (i. e. , va r iable that changed ) to dist inguish the d esign point. How ­
ever , t hese other changes were not intended to af fect the d istance questions used for t h es e r esul ts . 
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also consistent with our focus group experiences , which led us t o develop the 

alternative demand-for-distance approach. 

Finally, the mean distances for subsamples organized by town seem im­

p lausible. They are generally a good deal larger than both the averages of 

the actual distances and the averages for the Mitchell questions. Thus, all 

t j e available informal evidence suggests that the use of these responses either 

i translating the contingent valuation responses to a valuation per unit of 

distance or in the estimation of a distance-risk change function based on them 

is not likely to provide an adequate basis for comparing the contingent valua­

ti n responses with estimates from the Harrison hedonic property value model. 

15.9 THE DEMAND FOR DISTANCE FOR RISK AVOIDANCE 

Given the unsuccessful nature of our attempt to elicit the perceived dis­

tance-risk change function of our sample respondents, the questions requesting 

information consistent with a partial equilibrium demand-for-distance function 

formed the basis for our comparison of the survey and the hedonic models. 

j Table 15-7 reports the results of the statistical analysis of these responses 

with three different functional forms for the demand function--linear , semi - log 

(with the log of distance as the dependent variable), and double-log. The 

bj l s i c specification included the housing price reported by respondents for the 

a erage house in their respective neighborhoods, the postulated marginal price
I 

of distance, and the household income. The results clearly favor the nonlinear 

s9ecifications with both the semi-log and the double-log forms exhibiting sta­

tiftically significant parameter estimates. In all cases, the signs of the basic 

model 1 s parameter estimates agree with a priori expectations. 

There are a wide variety of other determinants that might be considered 

in attempting to improve the fit of these models as well as our understanding 

of the household responses. Indeed, the design of the questionnaire provides 

a reasonably wide range of variables that should be considered potential deter­

minants of these responses--including measures of the individual's attitude 

to ard risk; his socioeconomic characteristics; the number of children in hi s 

household; the years he has been living in the home; and, based on the recen t 

e perience in this area, the town in which he lived. This analysis is clearly 

w r ranted for further research. However, it is not relevant to this compari­
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TABLE 15- 7. DEMAND- FOR -DISTANCE MODELSa 

Basic model Selected alternat ive s ecifications 

Independent Double­ Doubte­ Double­
variables Linear Semi-log log Semi- tog Semi-tog Semi-log tog log 

In tercept -o. 169 
( - 0.01 4 ) 

2.003 
( 12.114) 

1. 180 
( 1 .554) 

2. 181 
(10.732) 

2.'054 
( 5.528) 

1. 904 
( 4 . 880) 

1.629 
( 1 . 980) 

2.026 
(1. 751 ) 

1 775 
( 1 509 ) 

Housing priceb 0.087 
( 0 . 930) 

0.003 
(2.294 ) 

0.416 
( 2.774) 

0.003 
(1. 989) 

0.003 
(2.219) 

0.003 
(2. 003) 

0. 411 
(2.640) 

0.433 
(2.851) 

0 407 
(2 654 J 

Margina l price of 
distance 

-0. 008 
( - 0.884 ) 

- 0.0003 
( -2.815) 

- 0. 193 
( -2.506 ) 

-0.0004 
( -2 .784) 

-0 .0004 
( -3 . 158) 

-0 .0004 
( -3.217) 

- 0.204 
( -2 . 523) 

-0 .21 6 
( - 2.834 ) 

· 0 220 
( · 2 880 ) 

lncomec 0.30S 
(1.62S) 

0.005 
(1.924) 

0.124 
(1.474) 

0.005 
(1. 687) 

0.002 
( 0.648) 

0.002 
(0.709) 

0.094 
(1 . 056) 

-0.001 
(·0.011 ) 

0 001 
(0 014) 

Education 0.037 
( 1.754) 

0.039 
( 1.878) 

0. 441 
(1. 720 ) 

0 466 
( 1 810) 

Age -0.008 
(-2.334) 

-0.006 
( -1 . 647) 

-0 .391 
(-2.338) 

· O 317 
(-1 777) 

Children <17 years 0. 059 
(1. 237) 

0 054 
( 1 150) 

-0.008 
( -1.810) 

- 0. 105 
(-1. 839) 

0 . 028 0.089 0 .085 0. 101 0.122 0. 126 0.096 0. 116 0 120 

F 2.827"' 9.579­ 9.011• • 7.647... 6.999.. 7 . 167"'* 7 . 605*"' 6 565"' · 

s 58. 121 0.826 0.828 0.829 0.813 0.813 0 . 831 0.816 0 816 

296 296 296 275 296 296 275 296 296 

aThe numbers in pat'entheses below the estimated coefficients at'e t-ratios for the null hypothesis of no associat i n . 


bThe housing price is measured in thousands of dollars. 


c lncome is measured in thousands of dollars of family income. 
 I 
dNumber of years at this address. 

eThe number of observations reflects t he deletion of respondents with incomplete informat ion on one or mot'e of he 
variables involved in the model. 

••significant at the 0.01 level. 

*Significant at the 0 . 05 level. 
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son, because independent measures of these potential determinants are not 

ayailable in the Harrison data set and could not be acquired from other sources 

sLch as the 1980 Census. At best, the census reported income , race, educa­

tion, and family composition measures that can be developed at the census 

tract level to consolidate to the town level for use with Harrison's information. * 

I Thus, what is important for the objectives of this research is whether 

the omission of these variables seriously biases the parameter estimates for 

the variables on which independent information is available·. To address this 

i ~sue, we report in the second half of Table 15-7 a selected set of the ex ­

p~nded specifications for the semi-log and double-log models. The principal 

interest in these models is the sensitivity of the estimated parameters for the 

pf ice of housing, income, and the marginal price of distance to the inclusion 

o additional variables. For the most part, it is fairly limited with the semi -log 

specification. The estimated parameters for the variables that can be meas­

ured for our comparative analysis are quite stable across any of the three 

Sr ecifications reported here and I indeed I more generally over several Others 

that have been considered as part of our preliminary analysis of these re­

sponses. The results are somewhat less encouraging with the double- log 

model. In this case, the estimated parameter for income is quite unstable. 

11 in one case, the estimated coefficient is negative but insignificant. 

Clearly, such informal comparisons cannot establish whether there will be 

substantial biases associated with omitted variables when our comparison is 

fdrced to rely on the basic model with a l imited specification. Nonetheless, 

t 1 ey do suggest that the judgments that must be made in selecting a final 

s~ecification for the demand for distance model are, in the case of the semi-log 

s ecification, less Ii kely to be important to the "accepted" parameter estimates 

f r what are clearly among the most important of the economic variables deter­

m ning these distance responses . Moreover, this interpretat ion is consistent 

w th James-Stein (1961] type estimators, which have influenced much of the 

r cent work on pretesting and mod·el selection. The James-Stein approach 

i *It is important to distinguish the information used to estimate the Harri­
s n (1983) and Harrison and Stock (1984) hedonic functions from that used in 
o r compar ison. The former are data on individual sales transactions. The 
la ter is simply a summary of these results providing the mean of the individ­
ual records for each town. 
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develops estimates as weighted averages of the results of restricted and unre­

stricted estimators. The restrictions involved can be the exclusion restrictions 

associated with differing model specifications. If the estimated paramet+rs do 

not vary greatly with alternative treatments of other potential determinar ts of 

the distance responses, the results derived for the we ighted estimator r 11 be 

approximately the same as the basic model's estimates. This approach also 

seems to be in the spir i t of Learner's (1983) proposals for reforming the prac­

tices used in repor ting econometric results. 

Unfortunately, the same conclusions cannot be drawn in the case f the 

double-log model. In this case, the results are much more sensitive o the 

specification selected. However, this may not be crucial to our further anal­

ysis. I f one were required to select a final model, then, based on cofiven­

tional criteria of minimum standard error of estimate (see Thei I [ 1957)), the 

semi - log would appear to have a slight advantage over the double- log 1 odels 

with the comparable specifications. Accordingly, while the comparison in the 

next section reports the results fo r bot h models in a variety of alterf ative 

prediction forms, our primary focus will be on the results with the semi - log 

specification. 

Before turning to those results it is important to acknowledge the enbour­

aging findings from this simple and preliminary analysis of distance respor ses. 

The results clearly indicate the types of t radeoffs implied by the hedonic mod ­

els that assume distance will serve as a proxy for the disamenity effects (i n ­

cluding the perceived risk) associated with proximity to hazardous waste si es. 

15 .1 0 A COMPARATIVE EVALUATION OF THE CONTINGENT 
VALUATION AND HEDONIC MODELS 

As we acknowledged at the outset of this chapter, the primary r suits 

reported in this section are not a compar ative evaluation of estimated alues 

from the contingent valuation and hedonic approaches to benefit estim tion. 

Instead, we propose to judge the consistency or compatibility of the me hods 

by using them together to predict the distances that the "average" (or r pre­

sentative) household in each of 54 towns would select from an industria site 

with a landfill containing hazardous wastes. These pred ictions can t h n be 

compared with the averages of the actual distances selected in these t l wns . 

Ou r application of the two methods accepts as a maintained hypothesi j the 
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assumption that households treat distance as a proxy for the disamenity effects 

of these sites (including, but not necessarily limited to , their perceived risks 

of exposure to these hazardous wastes). Therefore, a close correspondence 

b tween the actual levels of distance and the predictions from a framework 

that uses both methods to derive the predictions would yield indirect evidence 

ofl the relative compatibility of each framework 1s description of the decision 

p ocess. It is not a validation of the methods. Moreover , it faces many of 

the problems of past comparisons in that a finding of incompatibility of actual 

a~d predicted distances does not provide insight as to which aspect of either 

mJthod is at fault. 

The specific details of the prediction begin with the basic specifications 

estimated for the demand for distance models based on the responses given in 

th~ contingent valuation survey. With these models and information on the 

determinants of these distance demands it i s possible to project the distance 

11 11that the average individua l would select. These projections are based on a 

cor structed average household in each of 54 towns in suburban Boston. This 

household is assumed to have a housing demand that corresponds to the aver­

age sales price (in 1984 dollars) experienced with the homes in the Harrison 

data set. The household income level corresponds to the average of the family 

in f om es reported for the census tracts in each of these towns for th~ 1980 

Census ( using the consumer price index to convert it to 1984 dollars ) . The 

mj rginal price is calculated from the Harrison hedonic price function as the 

der ivative of the function with respect to distance. The marginal price for 

th r specification of the Harrison model given in Table 15-4 is given in Equa­

tion (15. 1) below: 

oP 
ao = 	 (Q' D + cuw> I 

(15 . 1)p 

w ere 

estimated parameter for distance to the nearest industrial 
site regardless of whether it included a landfill with hazard­
ous wastes 

= 	 estimated parameter for the interaction variable of distance 
and a dummy variable identifying the site as containing haz­
ardous waste 

P = 	 the average price of t he houses sold in a town in 1984 dol­
lars. 
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There are several aspects of this calculation that are important t~ the 

interpretation of the results. First, we have included both the disamfnity 

effects of an industria l site (as reflected in a ) and the differential e1 ects
0 

per mile of the presence of hazardous wastes in · the calculation of the mar inal 

price for distance. This specification was selected because of the descri tion 

of the scenario used in our question (as reported above in Section 15.4). 

Second, there are at least two options for the value of the housing rice 

used in these calculations including the average of the actual sales p ices 

(converted to 1984 dollars) and the predicted price based on the average har­

acteristics of houses sold in each town. There are a number of reasons why 

these two measures will be drfferent and will imply quite different assumpt ons. 

Use of the second measure, for example, constructs a housing type wit the 

average characteristics of houses that sold in the town in the Harrison data 

set. A specific house with those features may not exist. With a nonlfinear 

hedonic price schedule this will not correspond to the average price. ow­

ever, if we assume that the hedonic model is correctly specified, it does r fleet 

only the factors considered to be important to housing prices. It omits other 

factors that might have influenced the sale prices in a particular town at a 

specific time that would more reasonably be considered random error. T ere-

fore, it uses t h e model more specifically than the fi rst strategy. I 
However, this specificity is a mixed blessing. Since the hedonic Jl>rice 

function is nonlinear with the log of the price, a function of the levels of j ome 

variables, and the logs of others, we can expect that estimates of the ~rice 

based on ·it will be biased (i.e., by Jensen's inequality). There are some ad ­

justments that reduce the extent of or eliminate the bias for some cases ( see 

Goldberger [ 1968] ) , but the information required for these calculations was 

not avai I able for our estimates of these prices. 

Finally, the hedonic price function by its specification implies a marl inal 

price schedule rather than a constant marginal price as implied by our fo mu­

lation of the demand for distance survey question. It also does not necess rily 

imply that decisions will correspond to the partial equilibrium framework unper­

lying the description of the survey questions. 

Some of these problems must, by design, be treated as maintained h po­

theses. Others can be investigated in development of the comparison. The 
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sold 

arginal 

p stulated structure of the decision process and approximate constancy of the 

l arginal price are maintained hypotheses. To deal with the effects of the pro­

cedures used to estimate the marginal price, we consider two separate esti ­

~ates--one based on the average of the actual prices and one using the pre­

d li cted price using the average characteristics. 

Table 15-8 compa res the marginal prices implied by the two approaches 

ith MP1 being the prediction based on the average characteristics of homes 

in each town and MP2 using the average of the actual prices. This table 

compares these calculated marginal prices with the average of the design 

prices that were asked of the survey respondents in each town 

( olumn 4 in the · table). Clearly, the calculated marginal prices are uniformly 

ltrger than the average of our design prices and fall outside the range of the 

p ices used. This is unfortunate because it implies that the demand for dis­

t nee models estimated from the survey responses are less likely to be relevant 

t i these cases. 

The table also reports the survey respondents• estimate of the average 

p ice of homes in their neighborhood in comparison with the average prices of 

s les in that town in the Harrison data set (in 1984 dollars). These prices 

a r e generally consistent, though there are a few notabl 'e exceptions, as, for 

example, the case of the town of Brookline. The discrepancies are in both 

d 

s 

t 

s 

s 

g 

s 

t 

o 

u 

r 

o 

rections and should not be interpreted as reflecting on the ability of re­

ondents to gauge housing values. Our sample is a representative sample of 

e population in suburban Boston, not each town. Moreover, even a rep re­

ntative sample of each town's homeowners would not necessarily be repre­

ntative of the prices and characteristics of houses that were selling in any 

ven period. 

The last component of the table is the average distance selected by re­

ondents as their answers to the distance demand question in comparison to 

e actual distances of the homes selling in these towns. With the exception 

the distance response for Belmont and Lexington, these two distance meas­

es are comparable in order of magnitude terms. Of course, this does not 

present a confirmation of either modeling framework. Rather, at best, it 

n be interpreted as one indication that respondents understood the features 

the contingent valuation question. 
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TABLE 15- 8. A COMPARISON OF THE REGION I SURV EY RESPONSES AND 

HARRISON DATA BY TOWN 


Survey responses Average of 
minimum 

Number Average Distance Average Average distance to 

Town 
of 

observations 
price of 
house, $ 

selected, 
mi 

marginal 
price, S 

price of 
house, $a MP1 MP2 

hazardous 
waste site, mi 

Abington 7 51 ,625 6.29 669 62,832 7,779 4,210 8.36 

Acton 114 120, 102 12.72 788 125,884 8,239 8,434 1. 95 

Arlington 3 93,000 5.67 950 108, 455 6,308 7,267 2.32 

Belmont 5 124, 375 53.00 706 147, 820 8,073 9, 904 1 .83 

Beverly 8 90,000 8.50 795 85,044 12,005 5, 698 13. 12 

Braintree 6 87,500 18.67 900 77 ,349 7,052 5, 182 5.53 

Brookline 6 240, 833 11.50 633 98,593 5,874 6,605 4.37 

Cambridge 4 171, 250 12.50 888 109,845 4,916 7,360 2.06 

Canton 5 71,000 6. 20 700 123,563 13,809 8,279 9.64 

Carlisle 7 179,285 21.57 681 132, 201 11, 686 8,858 4. 58 

Cohasset 3 78,750 11.67 813 130, 157 19,065 8, 721 15.28 

Framingham 14 117' 153 22.43 673 102, 416 7, 472 6,862 4.27 

Franklin 5 84,200 14.60 920 79,727 10,601 5,342 8.49 

Holbrook 65,000 10.00 1 ,300 67,980 6,599 4,555 6.30 

Kingston 3 56, 333 3.33 983 77,277 15,785 5, 178 17.25 

Lexington 10 158,792 112. 00 929 145,315 9,073 9,736 3.99 

Lynn 3 43,333 8.33 983 54,931 6,023 3,680 8.34 

Malden 10 73,111 15.50 625 66,870 5,843 4,480 4.84 

Marblehead 80,000 0.00 650 145,299 14,506 9,735 13.55 

Marshfie ld 2 66,000 1.50 1'150 83, 627 14,271 5,602 15.81 

Medford 2 65,000 10.00 825 81, 512 6, 165 5, 461 2.29 

Melrose 6 92,500 7.83 1,142 86,357 6,658 5,786 4.88 

Mi ll is 60,000 10.00 650 94, 347 9,745 6,321 8 . 50 

Milton 2 145,000 6.00 1,300 105,003 9,898 7,035 6 . 29 

Natick 4 73,333 6. 50 975 91 ,596 8,245 6, 137 6.48 

Needham 3 126,667 10.67 600 119,540 12, 677 8,009 9.50 

Newton 6 159 , 714 25.00 929 142,091 8,534 9,520 5.76 

( continued ) 
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TABLE 15-8 (cont inued ) 

Surve:t resoonses Average of 
minimum 

Number Average Distance Average Average distance to 
of price of selected, marginal hazardous 

Town observations house, S mi price, S :C,~~=. o;a MP1 MP2 waste site, mi 

Norwell 6 92,500 15 .00 925 104,511 13, 878 7,002 12. 21 

Norwood 2 75,000 5.50 625 89,983 11,743 6,029 11.58 

Peabody 6 83,333 7.83 875 84,328 8, 127 5,650 8 . 17 

Quincy 6 70,000 10.83 517 69,862 6,234 4,681 6.67 

Reading 3 90,000 i4.67 950 97,727 6,504 6,547 2.04 

Revere 2 90,000 8.00 250 68,320 6, 118 4,578 7.88 

Salem 8 76 ,667 9.63 750 68,236 8,003 4,572 11.65 

Saugus 6 80,833 7.83 875 72,368 7,660 4,848 6.62 

Scituate 3 115, 000 20.00 713 93, 179 12,742 6,243 14.80 

Sherborn 5 188,000 11.40 560 176, 398 10,237 11 ,819 5.52 

Somerville 2 122 ,500 13.50 600 65 , 184 4,356 4,367 1 . 90 

Stoneham 75 ,000 10 .00 1,000 88 ,928 6, 146 5,958 2. 76 

Stoughton 6 58,333 9.00 725 69,713 9, 211 4,671 9.95 

Swampscott 6 62, 166 12 .50 817 111'11 9 11, 143 7,445 11. 29 

Topsfield s 146,000 12.00 820 150,596 20, 103 10,000 13.25 

Wakefield 4 101,250 7.50 625 84,259 6,497 5,645 3.54 

Walpole 5 72,083 21 .40 725 87,669 13, 486 5,874 12.61 

Waltham 4 85,000 10 .00 800 84,828 7,036 5,684 4.98 

Watertown 5 99,250 12.00 683 117 ,052 6,856 7,843 2. 71 

Wayland 200,000 20.00 1,300 128,823 10,916 8 ,631 7. 41 

Wellesley 3 166 ,667 11.67 517 154, 742 14,939 10, 368 9.04 

Westwood 8 102,500 12.50 838 116,017 17,378 7, 773 11. 55 

Wilmington 4 82,000 38.50 920 14,207 5,935 4,972 3.63 

Winchester 137,500 20.00 1'150 140, 456 7, 676 9,411 3.50 

Winthrop 8 100,000 9.50 869 67,304 8, 728 4,509 8 .99 

Woburn 8 68,625 8.00 706 84,652 6,801 S,671 2. 49 

aThese prices are averages of the sale prices from November 1977 to March 1981. Harr ison provided 
the mean price by town in 1977 dollars. These have been converted to 1984 dollars ( the year of the 
survey) using the total shelter component of the housing component of the consumer price index for 
1977 and June 1984 . 
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Table 15-9 presents the predicted distances implied by each of th two 

basic models (the semi -log and double-log specifications in Table 15-7 ) with 

each measure of the marginal price and with a correction to adjust for th~ bias 

induced by using the semi-log and double-log functions to pred ict the le el of 

distance.* The specific features defining each type of prediction in Tab le 15-9 

are given in Table 15-10. Several overal I observations can be made basJd on 

casual inspection of these results. First, the predictions from the se~i-log 

specifications (i.e., 03, 04, 07, and 08), our preferred model, are unif rmly 

less than those with the double-log model. Moreover, they are usually less 

than the average of the minimum distances for the houses in each town i1 the 

Harrison data set ( i.e., what we are interpreting as the actual distance~ se­

lected). Both the use of the actual sales price and the adjustment to ret uce 

the bias in each model's estimates of distance tend to increase the pred cted 

distance. While the selection of the actual price for housing as the price om­

ponent in Equation (15.1) does not always increase the marg inal price r sti­

mates, it does increase the majority of the estimates for both the semi-log and 

the double-log models. 

Comparing the estimates with the average of the actual distances fo~ the 

houses in Harrison's sample is difficult. In somewhat less than half the oases 

(20 of the 54 towns), our range of estimates considering all three of the fac­

tors that distinguish them --model, housing price, and bias adjustment--does not 

include the average of the · actual distances to the nearest disposal site con~ain ­
ing hazardous wastes. Since these ranges are quite large, greater in fany 

*The specific correction involves using Goldberger's (1968] sugge tion 
for reducing the bias by predicting distance, D, with the cond itiona l ex ec ­
tation: 

where 

the predicted distance for the kth town 

1xN vector of the determinants of distance demand ( in linear 
form for the semi- log model and log form for the double-log 
specification) 

13 = Nx1 parameter vector 

2o = variance in the error for the distance demand function. 
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TABLE 15-9, PREDICTED ANO ACTUA L DISTANCE TO HAZARDOUS WASTE SITES BY TOWN 

Actual d istance mi 

Predicted distance mi Average 
Average minimum min imum distance, 

Town 01 02 03 04 OS 06 07 08 distan ce, industrial hazardous waste 

±ington 4.91 5.53 1 .02 2.96 6.92 7.79 1.43 4. 17 4.96 8.36 
ton 6.75 6.72 1.14 1.08 9.51 9.47 1 .60 1. 51 2.04 1. 95 

~lington 6. 49 6.32 1.84 1 .38 9 .14 8.90 2.59 1.94 2.31 2.32 
lmont 7.20 6.92 1.27 0.73 10. 14 9.75 1 .79 1.03 1.91 1.83 
ver ly 5.15 5.94 0.31 2.04 7.25 8.36 0.43 2.87 2.54 13 . 12 

Br aintree 5.53 5.87 1.35 2.36 7.79 8.26 1.90 3.32 2.25 5.53 
Bf ookline 6.21 6.07 2.05 1.65 8.75 8.55 2.89 2.32 4.44 4.37 
C mbridge 6.25 5.78 2.60 1.25 8.80 8.14 3.65 1. 75 1. 95 2.06

r" 5.97 6.59 0.21 1.09 8.40 9.28 0.29 1. 54 1. 41 9.64 
rlisle 6.70 7.07 0. 44 1.03 9.44 9.95 0 . 62 1.45 6.31 4.58 
hasset 5 . 90 6. 86 0.05 1.03 8.31 9.66 0.06 1. 44 6.36 15 .28 
amingham 6.18 6. 28 1.29 1.55 8. 71 8.85 1 . 81 2. 18 2.48 4. 27 
an kl in 5 .19 5.92 0. 47 2.25 7.31 8.34 0.65 3.17 2. 12 8.49 

Hf.lbrook 5.26 5.65 1. 47 2. 72 7.40 7.95 2.07 3 .83 5 . 46 6.30 

r~" 
4.62 5.72 0.10 2.29 6.50 8 . 06 0.13 3 . 22 2.77 17 .25 
7.12 7.03 0.97 0. 79 10.03 9.90 1.36 1 . 11 5.26 3.99 

nn 4.73 5.21 1 .63 3. 29 6.67 7.33 2.29 4.62 2.96 8.34 
Iden 5.24 5.51 1. 81 2.72 7.37 7 . 76 2:54 3 .82 2 . 19 4.84 
rblehead 6.42 6.93 0. 18 0. 77 9.04 9.76 0.26 1 .08 2 . 17 13.55 
rshfield 4.87 5.83 0. 15 2.08 6 .85 8.21 0.22 2.93 8.60 15 .81 
dford 5.65 5.79 1.73 2. 13 7. 96 8. 15 2 . 43 3.00 2.03 2. 29 

~lrose 5.88 6.04 1. 56 2.03 8 . 28 8.50 2.20 2.86 3 . 03 4.88
rJ\ill is 5.67 6.16 0.63 1.76 7. 98 8.68 0.89 2.48 4.39 8.50 
M( lton 5.98 6.39 0.64 1.52 8.42 9.00 0.91 2.14 4 . 27 6.30 
N~tlck 5.80 6. 13 0.99 1.86 8.16 8.64 1.39 2.62 3 . 29 6.48 
Nfedham 6. 17 6.74 0. 30 1.22 8.68 9.49 0 . 42 1. 72 7.76 9. 50 
N~wton 7.09 6.94 1. 11 0.83 9.98 9.78 1.57 1. 16 5.78 5.76 
N rwell 5.57 6. 36 0.19 1.53 7.85 8.96 0.27 2. 15 4.62 12.21 
N rwood 5.35 6.08 0. 34 1. 90 7.54 8.57 0.48 2.67 1. 74 11 .58 
Ppabody 5.53 5.93 0.98 2.07 7.78 8.35 1.38 2.91 1.60 8. 17 
Qt' incy 5. 28 5.58 1.63 2.60 7.43 7.86 2.29 3.66 2.36 6.67 

ading 6.28 6.28 1. 72 1. 70 8.85 8.84 2 . 42 2.39 0.93 2.04 
5.19 5.49 1.65 2. 62 7. 31 7. 73 2.32 3.69 1 .73 7.88 
5.01 5.58 0.95 2.66 7.05 7.86 1.34 3.74 0.67 11.65 
5. 27 5.76 1.09 2.54 7.43 8. 11 1 .54 3.57 3.84 6.61 
5.37 6.16 0.26 1.83 7.56 8 . 67 0 . 37 2.58 8 .56 14.80 
7.68 7. 47 0.78 0. 49 10. 82 10.52 1. 10 0 . 69 3. 07 5.52 
5.38 5.38 2. 76 2.75 7.58 7.57 3.88 3. 87 1. 47 1. 90 
6.01 6.05 1.83 1.93 8.47 8.52 2 . 57 2.72 1. 19 2.76 
4.98 
6.06 

5.67 
6.55 

0.68 
0.45 

2.64 
1.37 

7.01 
8.53 

7. 99 
9.22 

0.96 
0.64 

3.72 
1. 93 

2.85 
2.44 

9.95 
11. 29 

6. 20 
5.78 

7.08 
5.94 

0.04 
1 .61 

0.72 
2.08 

8.74 
8.14 

9.98 
8.36 

0.05 
2.26 

1. 01 
2.92 

2.87 
2.01 

13.25 
3.54 

5.23 6 . 14 0.21 2.02 7.37 8.65 0.29 2.84 1. 83 12.61 
5 . 68 5.92 1.36 2.04 8.00 8.33 1. 91 2.87 4 .99 4.98 
6. 48 6 .31 1.57 1.17 9.12 8.89 2.21 1.64 2.82 2. 71 
6 .60 6. 91 0 . 54 1 . 07 9.30 9.73 0.76 1. 51 1.88 7. 41 
6 . 74 
5.66 
5 .24 

7.23 
6. 61 
5 . 72 

0.18 
0.07 
1. 12 

0.70 
1.28 
2.55 

9.49 
7.97 
7.38 

10. 18 
9.30 
8 .05 

0. 25 
0. 10 
1.57 

0.98 
1 .81 
3.58 

5. 11 
3.24 
1.58 

9.0'!. 
11 .55 
i. 29 

5.70 
7. 18 

5.90 
6.91 

1 . 91 
1. 43 

2 . 55 
0.85 

8.03 
10 . 12 

8.31 
9.73 

2.69 
2.02 

3. 59 
1.20 

1.87 
2. 13 

3. 63 
3.50 

4.92 
5.75 

5.58 
5.95 

0. 77 
1. 47 

2. 74 
2.06 

6 . 92 
8.09 

7.86 
8.38 

1 .09 
2.06 

3.85 
2.89 

2.74 
1.79 

8. 99 
2.49 
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TABLE 15-10. FEATURES OF THE MODELS FOR PREDICTING 

DISTANCE FROM HAZARDOUS WASTE SITES 


Marginal Bias 
Name Model price correction 

Dl Double-fog MP1 No 

D2 Double-fog MP2 No 

D3 Semi-log MP1 No 

D4 Semi - log MP2 No 

DS Double- fog MP1 Yes 

D6 Double- log MP2 Yes 

D7 Semi-log MP1 Yes 

08 Semi-log MP2 Yes 
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cases than ±50 percent of the actual distances, this is not a particularly good 

pf rformance pattern.* This conclusion would not have been as apparent from 

s mple comparisons of the overal I average predictions with the average actual 

d stances. These results are reported in Table 15- 11. However, student-t 

tests of the equality of the means, under the assumption of independence of 

the two variables and equality of their variances / suggest that all but one 

(05--the double-log model using the predicted price and the bias adjustment) 

reject the null hypothesis of equality of means. 

These findings are to some extent qual ified by considering the movements 

the actual distances in comparison to the predictions across towns. This is 

aycomplished using a simple regression approach originally proposed by Theil 

[J961] for evaluating forecast accuracy. It involves regressing the actual val­

ues of the distance on each of the predictions and testing two null hypothe­

ses--that the in tercept is zero and the slope unity. In other words / the 

points are assumed to cluster around a 45° line when actual distances are 

plotted as a function of the predicted distances. Table 15-12 reports these 

r ksults for the eight approaches considered throughout our analysis. For al I 

of the models that used the predicted housing price to estimate the marginal 

p ice of distance, both of these hypotheses are rejected. By contrast, the 

actual housing price used in these calculations does not allow a rejection of 

o~e of the null hypotheses. That is, the results seem to indicate that the 

ad:tual and predicted values cannot be argued to diverge from a 45° line based 

ot the s lope parameter / but clearly exhibit a constant displacement of the 

i tercept. These findings must be interpreted cautiously for several reasons. 

F ilure to reject the null hypothesis of unity for the slope parameter is not a 

strong conclusion when the slope parameter is imprecisely estimated. It can 

also be interpreted as an indication of no association between the actual and 

predicted values of the distance. 

l 
The results using the models based on predicted housing p rice should be 

terpreted carefully for another reason. They include the actual distance on 

b th sides of the equation. That is, distance influences the predicted housing 

*The ±50 percent was selected to parallel the proposal of the Cummings, 
B ookshire, and Schulze [1984] methodology for assessing the reference accu ­
r cy of contingent va luation estimates. 
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TABLE 15-11. OVERALL MEANS FOR PREDICTED AND 
ACTUAL DISTANCES 

Distance to nearest 
industrial plant with 
hazardous wastes Mean ta 

Standard deviat 
of the mean 

on 

D1 5.83 2.74 .097 

D2 6.19 2. 11 .074 

D3 1.02 11 . 11 .094 

04 1. 79 9. 77 .097 

D5 8.22 -1. 41 .136 

06 8.72 -2.29 . 104 

D7 1. 43 10.28 . 131 

Actual 

08 

distance selected
b 

2.52 

7.40 

8.39 .136 

.566 

at-ratio for null hypothesis of equality of means under the assumption of 
equality of variances. 

bThis distance is the average of the minimum distances from hazardous wa te 
sites based on the housing sales in the Harrison data. 
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TABLE 15-12. A COMPARI SON OF ACTUA L AND PR ED ICTED DISTANCESa 

Models
Independent 
variables D1 02 D 3 D4 D5 D6 D7 08 

Intercept 

Prediction ( 0.)
I 

b 
t1 

R2 

F 

23.03 
(5.42) 

-2.68 
(-3.70) 

-5.09 

0.209 

13.72 

6.51 
(0.99) 

0. 15 
(0. 14) 

-0.81 

0.00 

0.02 

12.40 
(20.66) 

-4.92 
(-10.03) 

-1 2.06 

0.66 

100.51 

6.96 
(4.45) 

0.25 
(0.30) 

-0.93 

0.00 

0.09 

23.03 
(5.42) 

-1.90 
(-3.70 ) 

-5.65 

0.21 

13. 72 

6.51 
(0.99) 

0.10 
(. 14) 

- 1 . 19 

0.00 

0.02 

12.40 
(20.66) 

-3.50 
(-10.03) 

-12.89 

0.66 

100.51 

6.96 
(4.45) 

0.18 
(0.30 ) 

- 1 .42 

0.00 

0.09 

01 
aThe numbers in parentheses below the estimated coefficients are t-ratios for the nu l l hypothesis of 

n o association.~ 
m 

b t 1 is the t-ratio for testing the null hypothesis that the slope parameter is unity . 



price and therefore is present in a nonlinear relationship determining the pre­

dicted distance. There is no way to avoid this outcome if the predicted 

is to form the basis for the estimates of the marginal price for distance. 

are, however, other factors changing across towns, so it is not ensured 

the models based on predicted price would not yield a tautological relatio 

for the actual-pred icted regression models. 

While the overall findings of this analysis at this stage indicate inco 

tency between the results of the two models, this does not necessarily i ply 

that either of them is incorrect . It can easily be a reflection of the diff ring 

assumptions underlying each framework.* 

*I t should also be noted t hat the demand-for-distance models coul be 
modified to estimate the implicit price for distance and compare implicit val es. 
We also performed these comparisons for both models. The results were om­
pletely implausible with the double-log specification and therefore will not be 
reported here. With the semi- log model, the findings were more plaus ble, 
but not in close correspondence with the estimated marginal prices from the 
hedonic model. For example , the overall averages across the 54 towns fotthe 
marginal prices MP1 and 
of inverting the demand 
ginal price (designated as 

MP2 ar e 
for distance function 

VAL) . 

given below in 
and 

comparison with 
predicting the co

the 
nstant 

re ults 
ar­

Estimated of 
Marginal Value Mean 

Standard 
Deviation t 

MP1 
MP2 
VAL 

9,498.61 
6 ,660. 34 
2,354.82 

3,692.87 
1,936.39 
2,212.65 

-12.21 
-10.76 

Allowing VAL to p lay the role of the actual marginal price, regressions com ~a r­
ing VAL and the marginal prices derived from the hedonic models are as rfol ­
lows: 

VAL = 5,868.65 
(8.835) 

-0.370 MP1 
(- 5.66) 
( -15.31 ) 

R2 

F 
= 0.381 
=32.06 

VAL = 561 .92 
(0.527) 

+0.269 MP2 
( 1.75) 
(-4.75) 

R2 

F 
= 0.056 
= 3.06 

The results of tests of equality of means (given in the column labeled t) i di ­
cate that the nul I hypothesis must be rejected at the . 01 significance le el. 
The regression anal ysis is also clear in indicating incompatibility between ach 
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15. 11 SUMMARY 

!

I It must be acknowledged that a large number of assumptions and judg­

"lents were required to complete this comparison. They have been enumerated 

t b roughout this chapter, but a few of the more important considerations are 

iterated here. One of the most important arises with the property value 

ode!. It was acknowledged to be an early version of the hedonic function 

it ially developed by Harrison [1983) and revised in Harrison and Stock 

[r 984]. Nonetheless, the specification used was a plausible formulation for 

t r e model and was not obviously inferior to the revised model. Further evalu ­

a ion of the two property value models is necessary before a clear choice can 

be made. 

A second consideration concerns the compromises required in the repre­

s ntation of the nature of the constraints facing the individual. One of the 

most important of these involved treating the marginal price of distance as con ­

sf ant. Most hedonic property value models do not make this assumption. In­

dj ed, it is inconsisten t with both versions of t he Harrison p roperty value 

1 odel. However, there was no simple way to avoid this problem. Communica­

t ion of the demand for distance question in the survey required a direct and 

s mple explanation of t he price of distance . It was felt that presentation of a 

f~ nction or price schedule would have decr eased the chances for successfully 

a~ministering the question and lengthened an interview that was felt t o be too 

11ng al ready. 

Despite these qualifications and limitat ions, t he research has high lighted 

a number of dimensions of comparative analyses that were implicit, maintained 

a sumptions in past studies. Equally impor tant, it has suggested an alterna­

ti e means of judg ing the compatib il ity of two models. Rather than comparing 

e ch approach' s estimate of an unknown marginal valuation, we used the models 

t gether to predict an observable response that could then be used to evaluate 

t e methods' compatibility by gauging the relationship of these predictions with 

o the method's estimates of the marginal v aluation of d i stance. The statist ic 
ill parentheses immediately below the estimated parameters is· the t-ratio for 
the r-iull hypothesis of no association. Below this statistic for the case of the 
slope parameters is the t-ratio for the null hypothesis that each s lope parame­
t r is unity. 
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actual responses. Of course, this procedure does not al low for the ident fica­

tion of which method is 11 at fault. 11 However, it does provide an altern tive 

standard for judging compatibility and a clearer criteria for what that com ati­

bil ity might mean by allowing one to consider the performance of these ypes 

of predictions in relationship to other types of predictive performance of ther 

economic models. 

Th is procedure demonstrates the use of a reference group or rel tive 

standard in judging the compat ibility of benefit estimation methods. Past com ­

parisons have focused on each method's estimates of an economic valuation con­

cept that can never be known--e. g., the true willingness to pay for reduc ions 

in air pollution or reductions in the risk of exposure to hazardous wa tes. 

Therefore, the precision (in conventional terms) of these methods ' esti ates 

cannot be gauged with real-world data. We have suggested that since each 

method describes a choice and valuation process, the methods may be com~ ined 
to predict some economic outcome that can be observed . These prediction J can 

then be compared with actual choices. 
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CHAPTER 16 

POLICY IMPLICATIONS AND RESEARCH AGENDA 

16.1 INTRODUCTION 

This chapter has two objectives--first, to consider the pol icy implica ions 

of the valuation estimates derived from the contingent valuation survey and, 

second, to outline the further research that follows from the activities u 1der­

taken during Phase I of the project. Our discussion to this point has deliber­

ately avoided consideration of both the potential policy uses for these esti l ates 

and a comparison of them with earlier efforts to value risk changes. There are 

several reasons for holding the discussion of these issues until the end of the 

report. The most important of these arises from the caveat emphaf ized 

throughout the presentation of our empirical results: They are prelimiriary. 

The data have been used for detailed econometric and comparative analysk s to 

begin the process of developing final estimates . These efforts have iden i fied 

a large number of assumptions required to use the sample responses in a par­

ticular task. In many cases it will be necessary to evaluate the implicatio s of 

alternative sets of assumptions and to refine the econometric techniques used 

with these assumptions and t he data before a final set of results can bed vel ­

oped. Indeed, the preliminary statistical analyses have high Iighted problems 

that would not have been apparent from the summary statistics used to deshribe 

the survey results. In the analysis of the contingent valuation results for 

ex ample, the problems posed by missing values for key attitudinal and lrisk 

perception variables were identified as important to the development of mr dels 

reflecting these influences. Equally importan t, heteroscedasticity in the ej rors 

associated with the respondents' valuations for the two risk reductions app ared 

to be an especially important consideration for further econometric modeli g of 

these marg inal valuations. Final ly, treatment of the zero bids and the truncated 

nature of t he distribution of val uation responses will require further analys js. 
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It should be acknowledged that these issues are important to both the 

j conometric modeling of valuation responses and the development of summary 

r atistics to describe the distribution of these responses. They cannot be 

a.voided by focusing exclusively on the summary statistics for the valuation 

esponses. 

A second reason for postponing discussion of pol icy interpretations st ems 

from the objectives of the research: 

To develop a set of estimates of the individuals' valuations for 
risk changes in a format that allowed analysis of the factors 
influencing these valuation decisions. 

To compare the contingent valuation and hedonic approaches 
for describing the behavioral responses to ( and the valuations 
of) changes in the risks of exposure to hazardous wastes. 

These objectives relate primarily to technical . issues associated with t he model­

·t g and measurement of the values for ri s k changes. They do not ex tend to 

t e tasks associated with using valuation information in decisionmaking with 

espect to the specific policy actions that are associated with hazardous wastes 

and would be expected to lead to changes in the risk of exposure to these 

slubstances. Accordingly, this chapter's discussion of policy issues addresses 

only one issue: "How do these valuation estimates compare with those fre­

1 uently in use for policy decisions involving risk change? " 

1r .2 	 GUIDE TO THE CHAPTER 

Section 16. 3 of this chapter offers a comparative assessment of our valua­

t ,on results . Section 16.4 considers the research issues that have emerged 

f r om our preliminary analysis. In cont rast to the work undertaken under 

Phase I , most of these tasks are empirical. Where further conceptual analy s is 

i ~ required , i t i s motivated by the empirical research . Finally, Section 16. 5 

c ntains a brief summary of the chapter. 

1 	 .3 THE INCREMENTAL VALUES FOR RISK CHANGES USED IN POLICY 
ANALYSES 

One of the most obvious questions that might be posed in interpreting 

results is, "How do they compare with estimates of the values for ' statis­
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tical lives 1? 11 * While we will attempt to discuss this issue in what follo s, it 

is important to recognize a larger number of qualifications that must be raised 

with any such comparison. 

Most of the frequently c ited estimates of the values for statistical Iives 

are the resu lt of empirical models for labor market compen sation . In these 

studies, wage rates (or earnings) are specified as a function of the indi idual 

worker's characteristics and his job characteristics. t One of these job clnarac­

teristics is a risk measure. The hedonic wage model is assumed to de cribe 

the compensation (in higher wages) that is required in equilibrium (ba~ed on 

the existing distribution of individua ls and their respective attitudes tbward 

risk and jobs ) to have the marginal individual accept an increment to his risk 

of injury or death on the job. While there have also been studies of other 

individual or household decis ions involving risk (see Violette and Chestnut 

[1983 ) for a review), these will not be considered here. 

Table 16-1 summarizes the highlights from four frequently cited studies 

of labor market job risk decisions. The values for statistical lives d~rived 

from these studies range from $630,000 (in 1984 dollars) in the Thaler-Rosen 

(1975] analysis to $6,300,000 ( in the same units) in the Viscusi [1981] f naly­

sis. The use of the term 11 value of a statistical life 11 to describe these ncre­

mental va lues is i n many respects unfortunate. It is simply an index of the 

rate per unit of risk at which workers are compensated. It does not imply 
11the accept ance of any of the estimates as 11the value of a life . Rather, Ithere 

are two equivalent ways of interpreting the index: (1) the scal ing of a mar­

ginal risk premium by the level of risk to derive the dollar value per unit of 

*Most estimat es of the va lue of a statistical life come from the aggiegate 
willingness to pay by many people for small reductions in their own small risks 
of death. ·As a result of the aggregation, the wi lli ngness to pay to sa e one 
statistical life refers to that for some person who cannot be identified. hus, 
these values may differ from those expressed for the lives of individual f who 
can be identified (e.g. , trapped coal miners). . 

tHedonic wage models have also been used in the valuation of environmen­
tal amenities such as air quality (see Bartik and Smith [forthcoming) for a 
discussion of these models). These analyses would imply that, for wage func­
tions estimated with a cross- section of workers extending outside a single geo­
graphic area, site attributes ought to be an additional determinant of real wag­
ers . See Smith [1983) for further discussion. 
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TABLE 16-1. LABOR MARKET ESTIMATES OF VALUE 

OF UNIT OF RISK REDUCTION 


Mean 
fatality Implicit value 

Study Risk measure rate (1984 dollars )
a 

Thaler-Rosen (1975) Occupational death 0.001 $630,000 
rate 

l mith (1976] B LS industry 0.0001 $3.5 million 
death rate 

~ iscusi [1979) BLS industry fata l 0.0001 $3.2 to $4.2 million 
and nonfatal risk 

Viscusi (1981] BLS industry fata l 0.0001 $6. 3 million 
and nonfatal lost 
workday risk 

Source: Viscus i (1983). 
a
'These values were converted from the estimates reported in Viscusi, using 
f he consumer price index. 
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risk or (2) treating the value as the sum of the marginal values for a spe ified 

risk reduction over a group large enough to yield a reduction in accid ntal 

deaths by one life in expected value terms. I n either case, the wage premjiums 

are based on a specific institutional mechanism for compensating worke1s to 

induce them to assume risk. Since there are constant payments irrespeeive 

of the state of nature realized, this mechanism is an option price format. (See 

Smith (1985] for a discussion of this point in relation to hedonic property value 

models.) Equally important, the risks involved are annual r-isks of death rom 

an on-the-job accident. Thus, in equilibrium, the wage premium is an ex ante 

measure of the incremental option price. 

Our contingent valuation responses are also ex ante measures desi ned 

to correspond to an option price. Nonetheless, there are some important dif­

ferences between our results and those of the earlier studies. First, the rer ­

ceived mechanisms for adjustment may wel I be different in the two cases. For 

the worker, there may be opportunities for compensation of families aft1 r a 

fatal accident affects one of its members (e. g., subsidized company insura ce , 

benefit programs through unions, etc.). In the scenarios posed as pa t of 

the contingent valuation analysis, these mechanisms are assumed to be ~ on­

existent in the description of the question, but this format does not in i self 

necessarily prevent the respondents from adjusting their reported valua ons 

to reflect their own perceived opportunities for state dependent adjustments 

Second, the analysis from labor market studies is conditional upon a s lec­

tion process that has matched individuals willing to accept greater risk ith 

those providing it. Consequently, the marginal valuation of a risk ch nge 

will be sensitive to the composition of the sample used to estimate the age 

model that forms the bases for the estimates.* This opportunity was not ay ail­

able to the respondents to our survey. While it is possible that those indikt id­

uals least willing to accept risk will have moved from locations with the hig est 

perceived risk, this is not relevant to our contingent valuation questions. In 

these questions, risk levels are posed to individuals. It is, of course, con­

*It will also be sensitive to the information on risk available to individluals 
and how the job risks are perceived. Some preliminary evidence on this il>sue 
is presented in Viscusi (1979] . More recent findings are in Viscusi and 
O'Connor (1984]. 
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c ivable that an extreme aversion to risk might lead to rejection of the hypo­

t etical scenario. However, our analysis of protest bids did not indicate this 

t pe of response. 

Third, the job risk measure is a risk of death as if an accident on the 

jab was always fatal. While this view is not correct, the wage models have 

not attempted to describe the decision process as a multi-stage lottery. Both 

Viscusi (1981] and Smith [1983] have incorporated nonfatal accident rates, but 

neither study has attempted to explicitly describe the process in the same form+the description of the risks presented in our contingent valuation analysis. 

~he question requesting va lues for a risk reduction does identify the process 

aF a multi-stage lottery in which the event exposure must first be realized 

before the risk of the health effect (death) must be considered. Depending 

upon how job risks are perceived , this is a potentially important distinction. 

Psychological research has suggested that individuals can have difficulty in 

dealing with multi-stage lotteries (e.g., Schum [1980].) 

Finally and perhaps most importantly, the job risk is an annual risk for 

a y empirical analysis. Once an individual leaves the work environment each 

day, the risk of an on-the-job accident is eliminated for that day. By con­

trast, the risk of exposure to hazardous wastes in a given location is contin­

uous--always present so long as the individual is present at the location. 

reover, the outcome is also different. In the on-the-job accident, the out­

me is a fatality at the time of the event . With the contingent valuation, the 

ol ~tcome is a fatality 30 years after the exposure. As a consequence, time 

plays a very different role in the two cases. 

With these qualifications, Table 16-2 reports the calculated values per 

unit of risk in a format comparable to the values for statistical lives reported 

in Table 16-1. They are based on the mean valuation responses from the sam­

ple with protest bids excluded (see Table 11-7). Appendix H contains a table 

ith identical information that includes protest bids . Three different calcula­

tions are reported--the annual incremental value per unit of r isk and two dif ­

f rent values of what we have designated the annuity value of the risk change. 

he annual value is simply the annual bid scaled by the unit change in the 

r sk of death implied by the reduction in the risk of exposure and the condi­

t anal probabilities that were posed for each design point in the contingent 
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