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1 Introduction

The U.S. Environmental Protection Agency (EPA) uses a value of statistical life (VSL) estimate
to express the benefits of mortality risk reductions in monetary terms for use in benefit cost
analyses of its rules and regulations. EPA has used the same central default value (adjusted for
inflation) in most of its primary analyses since 1999 when the Agency updated its Guidelines for
Preparing Economic Analyses (USEPA, 2000). Prior to the release of the Guidelines, EPA
sought advice from the Science Advisory Board’s Environmental Economics Advisory
Committee (SAB-EEAC) on the appropriateness of this estimate and its derivation. In 2000,
EPA also consulted with the SAB-EEAC on the appropriateness of making adjustments to VSL
estimates to capture risk and population characteristics associated with fatal cancer risks.'
Currently, the Agency engaged with the SAB Advisory Council on Clean Air Act Compliance
Analysis (the Council) on appropriate approaches to valuing mortality risks in the context of the
812 Second Prospective Analysis.”

EPA is now in the process of revising and updating its Guidelines and as such we are revisiting
our approach to valuing mortality risk reductions. The literature has grown considerably since
EPAs default estimate was derived and several EPA-funded reports have raised issues related to
the robustness of estimates emerging from the mortality risk valuation literature. Furthermore,
several meta-analyses have been conducted of this literature, providing new means of deriving
central, default values for consideration. EPA’s goal in bringing this issue to the SAB-EEAC is
to seek expert opinion and guidance regarding the most appropriate way in which to proceed in
updating the VSL estimate used to assess the mortality risk reductions from environmental
policy.

It is important to note that this discussion focuses exclusively on mortality risk valuation. While
we recognize the importance of morbidity and co-morbidity risks, the focus of this particular
White Paper is on mortality; morbidity will be addressed at a future time.

To help inform the discussion, this paper provides background on current EPA practices for
valuing mortality risk reductions, briefly summarizes the findings of three cooperative agreement
reports on various segments of the literature, and reviews three recent meta-analyses that derive
aggregate VSL estimates. The paper concludes with charge questions for consideration and
discussion by the EEAC members. Full copies of the cooperative agreement reports and the
meta-analyses are included in the Appendices.

2 Current Guidance and Practice for Valuing Mortality Risks

1 An SAB Report on EPAs White Paper Valuing the Benefits of Fatal Cancer Risk
Reductions, #EPA-SAB-EEAC-00-013, July 27, 2000.

2 Review of the Revised Analytical Plan for EPA’s Second Prospective Analysis —
Benefits and Costs of the Clean Air Act 1990-2020, Draft Report, #EPA-SAB-COUNCIL-ACV-
XXX-XX, March 5, 2004. Portions related to VSL are included as Appendix B.
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Reductions in mortality risk constitute the largest quantifiable benefits category of many of
EPA’s rules and regulations. As such, mortality risk valuation estimates are an important input
to most of the Agency’s benefit-cost analyses.

EPA’s Guidelines advise analysts to use a central VSL estimate of $4.8 million in 1990 dollars.
Based on the gross domestic product (GDP) deflator this converts to approximately $6.2 million
in 2002 dollars. This value is derived from 26 estimates assembled for EPA’s first retrospective
analysis of the Clean Air Act (USEPA, 1997). Each estimate is from a different study, with 21
of the estimates from hedonic wage studies and the remaining five derived from contingent
valuation (CV) studies. The estimates range from $0.9 million to $20.9 million (2002 dollars)
and the studies were published between 1976 and 1991. The estimates are fitted to a Weibull
distribution that is often used in probabilistic assessments of uncertainty in EPA benefits
calculations. Appendix A contains a list of the estimates used by the Agency and indicates the
study from which each was derived.

Until 2003, the estimate from EPA’s Guidelines was uniformly applied to mortality risk
reductions across program offices. EPA recently used an estimate of $5.5 million (1999 dollars)
in its analysis of reduced mortality from air regulations. The economic analysis for EPA’s
Proposed Inter-State Air Quality Rule describes the approach.

The mean value of avoiding one statistical death is assumed to be $5.5 million in 1999
dollars. This represents a central value consistent with the range of values suggested by
recent meta-analyses of the wage-risk VSL literature. The distribution of VSL is
characterized by a confidence interval from $1 to $10 million, based on two meta-
analyses of the wage-risk VSL literature. The $1 million lower confidence limit
represents the lower end of the interquartile range from the Mrozek and Taylor (2000)
meta-analysis. The $10 million upper confidence limit represents the upper end of the
interquartile range from the Viscusi and Aldy (2003) meta-analysis.’

This approach has been considered by the Council as part of their review of the Analytic Plan for
the second Clean Air Act Prospective Analysis. As noted above, the Council is currently

drafting its final report on the Analytic Plan.

2.1 “Adjustments” to the Base VSL

While there are many risk and population characteristics that may affect VSL estimates, to date
EPA makes few adjustments to base estimates. Based on advice from the SAB-EEAC * and
other committees,” EPA analysts have adjusted the base VSL estimate to account for the effects

3 Benefits of the Proposed Inter-State Air Quality Rule, EPA 452-03-001, January 2004.

* An SAB Report on EPA’s White Paper Valuing the Benefits of Fatal Cancer Risk
Reduction, EPA-SAB-EEAC-00-013, July 27, 2000.

> Arsenic Rule Benefits Analysis: An SAB Review, EPA-SAB-RSAC-01-008, August
4



of time. Specifically, future risk reductions valued according to VSL are discounted, including
risk reductions spread over any latency period and/or cessation lag. This issue is of particular
importance for cancer risks, but has also been employed for mortality from particulate matter.

Because income elasticity is believed to be positive, EPA has also adjusted current VSL
estimates for anticipated income growth over time. Specific elasticity estimates have varied
somewhat, but have been generally based on a review of the empirical literature on cross-
sectional income elasticity of WTP. Income growth has been defined as the change in per capita
GDP over time and projections of GDP growth are based on estimates from the Bureau of Labor
Statistics.

EPA has been advised that the costs of illness for fatal cancers may be added to VSL estimates to
assess the benefits of reducing cancer mortality.® The empirical effect of this addition is small
and to date, the Agency has incorporated it only once into its regulatory analyses.

Finally, EPA has been advised that the evidence does not support empirical adjustments for other
factors that may differ between study and policy cases, and that may affect VSL, including:
o risk preferences or risk aversion;
age;
cross-sectional income;
cancer premium, fear, or dread;
baseline health status; and
voluntariness and controllability of risk.

2.2 Sensitivity and Alternate Estimates

The Guidelines allow for sensitivity analysis around key risk and population characteristics that
affect the value of risk reduction. The particular parameters for a given sensitivity analysis
should be guided by the benefit transfer concerns for that policy context.

EPA has considered several of the factors listed above in sensitivity analyses or alternative
estimates. “Alternative estimate” is generally used to describe an analysis that incorporates
scientific conclusions believed to be equally valid alternatives to the primary estimate.
Sensitivity analyses typically employ other points on the Weibull distribution of VSL described
in the Guidelines. For the case of the effect of age on VSL, EPA has employed various
treatments including sensitivity analysis using the value of statistical life year, empirical
adjustments based on CV studies, and an alternate analysis using only stated preference
literature. The recent Durbin amendment to the appropriations bill for the Agency now
precludes the Agency from performing any age-based adjustments when estimating the value of

2001.

% Arsenic Rule Benefits Analysis: An SAB Review, EPA-SAB-RSAC-01-008, August
2001 (p. 6).



mortality risk reductions to adults in most contexts.’
3 Robustness of Estimates from Mortality Risk Valuation Literature

In anticipation of periodically revisiting the Agency’s approach to mortality risk valuation, EPA
funded three studies to examine the various segments of the mortality risk valuation literature.
Black et al. (2002) and Alberini (2004), provide empirical assessments of the robustness of
mortality risk valuation estimates emerging from hedonic wage-risk studies and contingent
valuation studies, respectively. Blomquist (2004) provides a summary of the averting behavior
literature.® All three studies are provided in their entirety in Appendices B, C and D.

3.1 Hedonic Wage Literature

Black et al. (2002) systematically examines the robustness of hedonic wage estimates of
willingness to pay for mortality risk reductions using data sets commonly used in this area of
research. To perform an hedonic wage study researchers generally need information on worker
characteristics, including wage, and job risk. Specifically, this study examines the roles of
functional form, measurement error, and unobservable characteristics using various data sets,
including data on occupational risk from the Bureau of Labor Statistics (BLS) and National
Institute for Occupational Safety and Health (NIOSH) and data on worker characteristics from
the Current Population Survey (CPS), Outgoing Rotation Groups of the CPS, and the National
Longitudinal Survey of Youths (NLSY).

Since no large data set exists that contains both basic types of information, researchers must
match observations from various sources, making decisions on how best to combine the data
which are often reported at different levels of aggregation. For example, researchers can choose

7 Public Law 108-199, “Consolidated Appropriations Act, 2004,” Section 419 reads
“None of the funds provided in this Act may be expended to apply, in a numerical estimate of the
benefits of an agency action prepared pursuant to Executive Order No. 12866 or section 312 of
the Clean Air Act (42 U.S.C. 7612), monetary values for adult premature mortality that differ
based on the age of the adult.”

® Blomquist 2004 appears in Review of Economics and the Household but is based on the
work emerging from the cooperative agreement.



to create either industry-based or occupation-based risk measures to match with the worker-level
data, each with its own difficulties. If industry-based measures are used, different occupations
within an industry receive the same risk level (e.g., a miner and secretary for a mining firm).
However, occupation-based measures potentially problematic because occupation is not well
classified, with employers and employees often disagreeing on occupation classification.

3.1.1 Baseline estimates

The authors begin with ordinary least squares (OLS) estimation of simple log linear hedonic
wage equations for three different worker samples and using both NIOSH and BLS risk data.
The covariates included in the basic regression include basic controls such as worker age,
education, union status, marital status, race and ethnicity. Also included, when possible, are
variables to control for workers’ firm size, state of residence, and one-digit industry and
occupation. Results are reported separately for men and women. The positive VSL estimates
that are calculated from these basic results range from $3.7 million to $16.4 million. The authors
raise concerns regarding variation in other working conditions that may be captured in the
estimates and interpret the instability they find in their parameter estimates as evidence that the
measures of job risk are correlated with the regression error. The remainder of the paper is
focused on identifying the source of this instability.

3.1.2 Role of Functional Form

The authors estimate the same equations using a more flexible functional form and using non-
parametric approaches. In both cases they find that the results are just as volatile. Interestingly,
they also find that the estimates are somewhat larger using the more flexible functional form.
They conclude that the instability is not a result of the log linear specification. They also note
that their tests do not necessarily mean that the non-linear specification is correct, only that it
implies the presence of other problems.

3.1.3 Measurement Error

The authors note three possible sources of measurement error:
. Low sampling variation within industry and occupation cells given the small size
of some of these cells (in recognition of this problem, BLS and NIOSH suppress
data when number of fatalities is low);

J Heterogeneity in the actual job risk and non-random assignment of that job risk
within occupation (e.g., late night convenience store clerks tend to be male and
older);

o Industry and Occupation are not measured accurately, especially at three-digit
level.

After using various techniques to determine the magnitude of the measurement error, they then
attempt to correct or mitigate the error with limited success. Their efforts lead them to believe
that the estimates they obtain are inconsistent and should not be used in policy analysis.



3.1.4 Unobservables

Using the National Longitudinal Survey of Youth (NLSY) data, the authors explore the effect of
other characteristics not typically included in hedonic wage equations and typically not available
in other worker samples, such as illegal drug use and Armed Forces Technical Qualification
(AFTQ) scores. They find that those who admitted using illegal drugs tended to take on more
occupational risk while those with higher AFTQ scores tended to sort into safer jobs. Hence, job
risk is an endogenous variable.

3.1.5 Conclusions

In short, Black et al. find that results from hedonic applications to wage-risk data are not robust
and are in fact quite unstable. For many of the specifications they try, they find a negative price
of risk and for others they find that small changes in the covariates or risk measure used produce
large variation in the estimated price. In their attempts to identify the source of this variation,
they first examine the functional form of the regression equation. Using more flexible functional
forms does not alleviate the problem. Second, they find “overwhelming evidence” that the job
risk measures contain measurement error and that this error is correlated with covariates
commonly used in the wage equations. Studies that do not correct for these errors would likely
underestimate the value of risk reductions. Finally, they provide evidence that occupation risks
are correlated with other characteristics typically not provided in the data sets commonly used
for this type of analysis.

The findings of Black et al. are of obvious concern to EPA given the Agency’s reliance to date
on the hedonic wage-risk literature in determining its central, default VSL for use in policy
analysis. To the extent that hedonic estimates are unstable, questions regarding the continued use
of this literature in policy applications must be addressed.

3.2 Contingent Valuation Literature

Alberini (2004) examines the robustness of estimates of willingness to pay for mortality risk
reductions derived from contingent valuation data and illustrates the empirical effects of some
well-known problems in the contingent valuation literature. The author selects several papers
from the literature and examines the robustness of the WTP estimates under alternative
assumptions regarding (i) choice of distribution for WTP; (ii) presence of contaminating
responses (yea-saying, nay-saying, and random responses); (iii) treatment of zero WTP; (iv)
interpretations of WTP responses; (v) endogeneity of subjective baseline risks and/or risk
reductions; (iv) treatment of regressors and outliers, and (vii) sample selection bias. Each issue
is examined separately for some subset of the papers for which Alberini was able to obtain data.

The five CV studies from the original 26 studies in Viscusi (1991) are of obvious interest, but the
author was able to obtain data for only one of the five. Additional studies are chosen from the
relatively recent literature on the basis of quality, and Alberini’s judgment of the study results’
applicability to environmental policy, as well as availability of data. The studies used in Alberini
(2004) are: Gerking, de Haan and Schulze (1988); Johannesson and Johansson (1996);
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Johannesson, Johansson, and Lofgren (1997); Persson, Norinder, Hualte, and Gralen (2001);
Krupnick, et al. (2002); and Alberini, Cropper, Krupnick and Simon (forthcoming).

3.2.1 Choice of Distribution

Analyzing single-bounded responses from two studies, Alberini finds that mean estimates may
depend crucially on assumptions about the underlying distribution of responses, and on the
coverage of the range of possible WTP. Median WTP is far less sensitive to these factors.
Alberini concludes that double-bounded questions may be preferable and that median WTP
should be used rather than means.

3.2.2 Mixture Models

“Mixture models” are presented to illustrate how one could model and estimate the extent of
contaminating responses to a CV survey (e.g., ‘yea-saying,” ‘nay saying’). The models are
estimated using data from three of the studies collected. The results are interesting, but it is clear
that it is difficult to reliably estimate mixture models. Alberini concludes that contaminating
responses could be an important factor affecting inferences of respondent behavior, and thus
questionnaires should include debriefing questions designed to identify the presence of
contaminating responses in such a way that the debriefing results can be used in the statistical
analysis.

3.2.3 Treatment of Zero Responses

Alberini shows that alternative interpretations of zero responses can significantly affect the
estimates of mean WTP, while again estimates of the median are not substantially affected. This
issue is intimately related to the choice of the underlying distribution of responses, though it is
confounded somewhat by the treatment of single- vs. double-bounded responses.

3.2.4 Treatment of Extreme Responses

Alberini also examines the effects of extreme responses on WTP estimates and shows that
dropping outliers can have large effects on both the mean and median WTP, although median
WTP is less sensitive.

3.2.5 Endogeneity of Risk

When surveys elicit perceptions of baseline risks or risk reductions, it is important to test and
correct for endogeneity between subjective risks and WTP. If not controlled for, endogeneity
biases estimates of the risk coefficient and confounds scope tests. Alberini shows that
endogeneity can affect inferences regarding whether it is absolute or relative risk changes that
determine WTP. This is important since values for absolute risk changes are needed in order to
calculate a VSL. Alberini recommends, therefore, that researchers express risks in both absolute
and relative terms. The author also examines the effect of excluding implausibly large
subjective risk values and finds this can also affect the results.
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3.2.6 Conclusions

Although Alberini (2004) does not provide a comprehensive examination of the contingent
valuation literature, her findings are nevertheless of significant consequence to the Agency.
Methods for eliciting willingness to pay values for mortality risk reductions have clearly
advanced with time. Her systematic examination of a number of key issues using several
available datasets in the analysis of CV data, as well as the presentation and interpretation of CV
results, at the very least provides a number of factors that should be considered in selecting
studies on which to base any central, default VSL estimate.

33 Averting Behavior Literature

Although not a formal meta-analysis or a detailed statistical treatment of the averting behavior
literature, Blomquist (2004) summarizes the empirical averting behavior VSL literature and
provides a heuristic review of existing estimates. The author begins by presenting a basic
framework for estimating VSL based on averting behavior and follows with a brief review of
existing estimates.

The study finds that VSL for adults from this literature ranges from a little less than $1.7 million
to $7.2 million in 2000 dollars. Making a few assumptions, Blomquist finds a simple average
adult VSL of approximately $4.5 million. In the author’s judgment the range of “best estimates”
is about $2 million to $7.2 million, with a subjective best estimate of $4 million. Blomquist
reports evidence that VSLs may be greater, or at least not less, for children than for adults, but
existing studies are not conclusive on this point. Furthermore, empirical evidence on VSLs for
senior citizens is limited and not conclusive.

The author then makes some broad conclusions about the averting behavior literature:

. More recent estimates are larger than those in earlier studies. This is credited to greater
use of hedonic approaches rather than relying on values of time, disutility costs, etc.;
o Difficulties with individual risk perception are an issue, but not a barrier for estimating

VSL from averting behaviors. This conclusion is based on (i) evidence that individual
risk perceptions are correlated with expert assessments, (i1) that VSL estimates can be
adjusted for risk misperception in a sensitivity analysis (and these values may actually be
preferred), and (iii) VSL estimates can be informative even if they are not “perfect.”;

J VSLs from averting behaviors have tended to be somewhat lower than those from
hedonic wage studies. However, the difference is not great, and there is reason to believe
that hedonic wage VSLs are biased upward (e.g., Shogren and Stamland, 2002);

o VSLs from averting behaviors tend to be higher than those from stated preference
studies. The paper attributes much of this difference to hypothetical bias in SP studies.;
. Blomquist suggests a meta-analysis of averting behavior VSL estimates, specifically

recommending that the analysis consider: base risk level, risk change, adjustment for risk
perception bias, value of time, treatment of disutility or jointness in consumption, and
individual characteristics.
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4 Meta-Analyses of the Mortality Risk Valuation Literature

Since EPA derived the VSL estimate cited in the Guidelines advances have been made in the
field of mortality risk valuation. There are new examinations of how context affects mortality
risk valuation, as well as new hedonic wage and contingent valuation studies. Some new CV
studies make use of improved risk communication devices, which have been shown to improve
the validity of these estimates. Key recent work on mortality valuation includes Krupnick, et al.
(2002), Eeckhoudt and Hammitt (2001), Viscusi (2004), Smith, et al. (2003), and Smith, et al.
(2004). While we recognize the important contributions these and other recent papers have
made directly, we focus on three recent meta-analyses that include many relatively new mortality
valuation studies.

Meta-analysis is a potentially useful means of combining individual but related studies in an
analytically rigorous way that accounts for individual characteristics of each study. We
reviewed a number of meta-analyses for this background paper. Each was assessed as to
whether it provided a viable estimate or range of estimates of VSL that the Agency could use for
policy analysis. The studies by de Blaij, et al. (2000), Miller (1990), and Miller (2000) lack the
level of coverage and/or statistical rigor deemed appropriate for Agency use. We review three
studies, however, in more detail, as they contain broad coverage of the available literature,
rigorous statistical analyses, and/or a presentation of a range of predicted VSL estimates. These
studies can provide useful insights into our efforts to update the VSL estimate used in EPA
analyses. The three studies we review below are Kochi, Hubbell and Kramer (2003), Mrozek
and Taylor (2002), and Viscusi and Aldy (2003).” Summaries of each of these studies appear
below, including descriptions of the criteria used to select the individual studies used, data and
statistical specifications, and results. Appendix J presents a combined bibliography of all the
VSL studies included in the meta-analyses considered below.

4.1 Summary of Kochi, Hubbell and Kramer!0

Kochi, Hubbell and Kramer (2003) employ an empirical Bayes estimation method to generate

® The Council in their assessment of the 812 Analytic Blueprint considered these same
three studies for the Second Prospective Analysis.

10 This summary is based on the 2003 version of the analysis that accompanied the
EPA’s Analytic Blueprint for Second Prospective Analysis. An updated version of the study is
currently under review for publication and will be provided to the SAB-EEAC. We have not
thoroughly assessed differences in the two versions.
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predicted VSL estimates using multiple results from both hedonic wage and stated preference
studies. To identify potential studies for inclusion, the authors searched for recent work in
bibliographies from previously published meta-analyses and review articles, citations from other
VSL studies, web searches, and personal contacts. They collected 47 hedonic wage studies and
29 contingent valuation studies for potential inclusion in their analysis.

In deciding whether to include a study, they applied the same criteria used in Viscusi (1992), a
review article of 37 studies. Viscusi employed four explicit criteria for selecting studies in his
analysis:
J include only hedonic wage and contingent valuation studies; consumer market
studies “...failed to provide an unbiased estimate of the dollar side of the risk-
dollar tradeoff, and tend to underestimate VSL.” (p. 7);

. exclude hedonic wage studies using actuarial risk data (because these data include
risks other than those on the job and therefore bias the VSL estimate down);

. include only studies using a simple regression estimation approach (as opposed to
a more complex estimate of the tradeoff for discounted expected life years lost);

o studies must have a minimum sample size of 100.

In addition, the following selection criteria are noted as implicit in Viscusi (1992):

. only include hedonic wage studies for general or blue-collar workers;
. only include CV studies on samples of the general population;
J only include studies from high income countries (e.g., US, UK, Japan).

These selection criteria reduced the number of studies in Kochi, et al. from 76 to 45. They use
all reported VSL estimates for reduced risk of immediate death from each study, resulting in 196
estimates.

Kochi et al. re-estimated all possible VSLs and associated standard errors for each included
study based on information provided in each original study, using mean values for variables."'
Recalculations that resulted in a negative VSL were excluded from the primary analysis, but are
included in a sensitivity analysis.

The authors employed Bayes estimation, which requires the assumption that each estimate used
be an independent sample. As this is unlikely if multiple observations from a single study are
included, the authors array the culled VSL estimates into “homogeneous subsets” by author and
other characteristics. A total of 60 subsets were created in this fashion, each assumed to be
independent. Once subsets were created, a representative VSL for each subset was constructed
by averaging VSLs and their standard errors within the subset. Predicted VSL estimates are
based on these representative VSLs.

"' The VSL from CV studies is calculated as WTP/(risk reduction).
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This estimation method adjusts each of the representative VSLs based on within-study variability
and the distribution of VSLs across studies. Smooth distributions are generated by using kernel
density estimation, assuming a normal distribution for the kernel function. To test for sensitivity
of the results to original valuation method, the authors separately estimate distributions for
hedonic wage and contingent valuation studies. A bootstrap technique, resampling each sample
of method-specific estimates 1000 times, is then applied to compare the different distributions of
VSL.

4.1.1 Results

The primary results using all studies are summarized in Table 1. The table shows a mean VSL
of $5.4 million with a standard error of $2.4 million (2000 dollars). A sensitivity analysis
examining hedonic wage and CV estimates as separate sets found the hedonic wage distribution
has a mean of $2.8 million (standard error = $1.3 million), while the hedonic wage distribution
has a mean of $9.4 million (standard error = $4.7 million). The differences in means, medians,
and interquartile ranges between the distributions are statistically significant. The sample
containing U.S. studies only has a mean of $8.5 million (standard error = $4.9 million).

Table 1
Results of Empirical Bayes Estimates and Bootstrap Tests for Distribution Comparisons
Reproduced from Table 2 in Kochi, Hubbell, and Kramer (2003)

Mean Standard Coefficient Bootstrap Test
(million $) Error of Variation _ _
(million $) Mean Median | Interquartile

Distribution Comparison by Evaluation Method

Total (60) 5.4 2.4 0.4 P-value (Ho: HW = CV)
CV (18) 2.8 1.3 0.5
HW (42) 94 4.7 0.5 <0.001 <0.001 <0.008

4.1.2 Limitations

Although the study is useful for aggregate level comparisons, it does not account for the impact
of specific study characteristics, including population characteristics, on VSL. Furthermore, the
study gives no weight to the original authors’judgements to distinguish reasonable or preferred
estimates from others, with the exception of negative VSLs. This may be statistically valid, but
is troublesome because the conclusions of the authors who are most familiar with their research
are lost.

It is not clear to what extent this analysis captures different specifications used across studies. If
the VSLs are based on regressions with different specifications and this is not otherwise captured
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in the analysis, then it seems the “homogeneous groupings” are somewhat arbitrary and could be
made differently. Since differences in specification are likely to significantly influence the
resulting VSL estimates, the study should account for these differences in some way.

The authors also note that the results are sensitive to small VSLs with low variances. These
estimates receive a great deal of weight in the empirical analysis. Removing Krupnick, et al.

(2000), for example, increases the mean estimated VSL by almost 10%.

4.2 Summary of Mrozek and Taylor

Mrozek and Taylor’s analysis focuses on results from hedonic wage studies only. Estimates
from 47 studies were used although the authors do not specify how they selected their studies.
Ultimately, 14 studies were subsequently dropped because:
. mean risk values, and in some cases also mean earnings, were not reported (6
studies);
the risk measure confounds death and injury (1);
observations represent industries, not individuals (1);
study was unavailable (1);
many variables were not reported (1);
mean wages were incorrectly calculated (1);
no VSL estimate was reported or obtainable (2 studies); or
results were identical to another study (1).

As with the Kochi et al. study, multiple observations are used from each study when the original
authors reported variations in model specifications or samples from which VSL estimates could
be obtained. One to 28 observations are obtained from each study. Variables included in the
meta-regressions are of three types: those which may influence wage/risk tradeoffs (e.g., mean
hourly earnings, national unemployment rate in the year wage data was collected, mean annual
risk of death); those describing the sample (e.g., if the data is from a national sample of US
workers, if risk variable included a worker’s self-assessment of risk, if the sample is 100 percent
white collar); and methodological choices of the original researchers (e.g., if a risk-squared term
is included, the number of industry categories controlled for, if at least one dummy variable
describing a job characteristic was included).

The authors use weighted least squares so that each study, regardless of the number of
observations drawn from it, is weighted equally. Four models are estimated, in each case the log
of VSL is the dependent variable. Model 1 is the most inclusive, while model 2 eliminates
observations based on samples with high risks and those using actuarial data. Model 3 further
restricts the sample to the U.S. and includes a dummy variable indicating where five or more
industries were controlled for in the original study. Model 4 is the same as model 3 except that it
incorporates a continuous variable indicating the number of industries controlled for in the
original study.

4.2.1 Results
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All four models indicate a positive and significant relationship between the mean risk and VSL.
The authors find this relationship to be concave - VSL estimates begin to decline when mean risk
is between 1.2 to 1.67 deaths per 10,000, depending upon the model. The coefficient on earnings
is positive but significant only in models 1 and 2. VSL estimates from national U.S. samples are
higher than those from specialized U.S. samples and the use of NIOSH data results in higher
VSL estimates than do estimates generated from BLS data.

The authors use the meta-analysis results to develop revised estimates of VSL by predicting VSL
as if the original studies had all followed a set of best practice assumptions (e.g., including a
risk-squared term, including at least one occupational dummy, including at least one dummy
describing a job characteristic). Table 2 presents mean adjusted predictions from models 3 and 4
for five baseline risk levels ranging from 0.25 to 2 deaths per 10,000, by potential dataset (BLS
or NIOSH), and by control for inter-industry differences. Estimates assuming the use of NIOSH
data are higher than those assuming use of BLS data and range from $1.35 million to $11.7
million (1998 dollars), estimates decline for risks greater than 1.5 per 10,000. The authors
conclude that the evidence best supports an estimate of $2 million at the average occupational
risk level of 0.5 per 10,000. Refining this estimate for an average worker leads to an estimate of
approximately $2.6 million (see footnote 17).

Table 2
Estimates of the Value of Statistical Life: Mean Adjusted Fitted Values®
Reproduced from Table 4 in Mrozek and Taylor (2002)
Based on Model (3), Table 3 Based on Model (4), Table 3
Risk
(x 107
<5 Industries  $ 5 Industries 0 Industries 7 Industries
BLS Risk Data
P=0.25 $3.82m $1.35m $2.99m $1.27m
(1.39) (0.47) (1.12) (0.40)
P=0.5 $4.73m $1.67m $3.90m $1.65m
(1.64) (0.53) (1.44) (0.51)
P=1.0 $6.25m $2.20m $5.57m $2.36m
(2.36) (0.73) (2.22) (0.80)
P=15 $6.78m $2.39m $6.33m $2.68m
(3.02) (0.92) (2.83) (1.03)
P=2.0 $6.05m $2.13m $5.72m $2.42m
(3.09) (0.92) (2.83) (1.03)
NIOSH Risk Data
P=0.25 $6.59m $2.32m $5.24m $2.22m
(2.62) (1.00) (2.08) (0.84)
P=0.5 $8.16m $2.88m $6.82m $2.89m
(3.17) (1.20) (2.72) (1.10)
P=1.0 $10.8m $3.80m $9.76m $4.13m
(4.57) (1.65) (4.18) (1.68)
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P=15 $11.7m $4.13m $11.1m $4.69m

(5.65) (1.95) (5.21) (2.07)
P=20 $10.4m $3.68m $10.0m $4.24m
(5.57) (1.85) (5.06) (1.97)

* Values are expressed in millions (1998 dollars). Standard errors are in parentheses.

4.2.2 Limitations

The study has been criticized in a paper by Harrison (2002) for failing to report standard errors
and for the authors’ choice of which estimates from each study they included. For example, the
authors excluded estimates in original studies that were statistically insignificant or negative -
such as the negative coefficients on the BLS variable in certain studies.

Hammitt (2002) and Krupnick (2002) each provide commentary on the Mrozek and Taylor
study. Hammitt highlights several important findings. For example, Mrozek and Taylor find
that failure to control for non-fatal risks is less significant than previous studies report and they
confirm a common result that NIOSH data produces VSL estimates that are substantially higher
than BLS data. Hammitt also highlights the importance of controlling for industry as a
significant finding from Mrozek and Taylor. Hammitt notes the mixed evidence in Mrozek and
Taylor concerning the use of actuarial versus perceived risk estimates, as well as the mixed
results concerning pre- and post-tax dollars. Hammitt does question the Mrozek and Taylor
results concerning the relationship between risk and VSL estimates. Specifically, Hammitt
believes that the increase in VSL as risk increases is too large to be supported by standard
models.

Krupnick (2002) focuses on the policy relevance of the Mrozek and Taylor meta-analysis.
Mrozek and Taylor report a best estimate of $2 million, which is about 66 percent less than the
estimate currently used by EPA in most benefit-cost analysis. While there are examples of rules
that may have “failed” the benefit-cost test by using this lower estimate, Krupnick notes that
there are many factors that enter into the decision-making process on a given policy, making it
unlikely that this lower estimate would significantly change decision making in these cases.
While Krupnick endorses the Mrozek and Taylor study, he does state that concerns with the
hedonic wage literature may supplant the use of this study in policy analysis.

4.3 Summary of Viscusi and Aldy

Viscusi and Aldy conduct a review of more than 60 studies of mortality risk across 10 countries,
examining a number of econometric issues, the effects of unionization on risk premiums, and the
effects of age and income on VSL estimates. The analysis includes fifty-two hedonic wage
studies from the U.S. and other countries selected based on the following set of criteria:

e written in English;
e published in academic journal or book;
e provides enough information to calculate a VSL.
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The authors did not attempt to eliminate studies or modify the original VSL estimates. Point
estimates from each study are those using the “whole sample” based on the original authors’
preferred specification.

The empirical analysis drops 3 studies that did not have an income measure. It also appears that
three studies that did not report mean risks were dropped, resulting in 46 studies for OLS
specifications. Other specifications dropped either one or two more studies, but it is not clear
which ones. Values in the final set of studies range from $0.5 million to $20.8 million. Half of
the U.S.-based studies estimate a VSL from $5 to $12 million. The median estimate from the
sample is about $7 million.

In the statistical analysis, the authors first replicate four other published meta-analyses, using the
preferred specifications of the authors of those studies (Liu, Hammit and Liu, 1997; Miller,
2000; Bowland and Beghin, 2001; Mrozek and Taylor, 2002)."

Next, the paper presents original meta-analyses employing six specifications, three using OLS
specifications and three robust specifications with Huber weights. The simplest specifications
include only the log of income and mean risk as dependent variables; two other specifications
include mean risk squared; and the most complete and robust specifications also include
variables to control for the underlying data source, whether risks are subjective, whether the
study included a morbidity variable, and regional, urban, industry, and occupation dummies.

4.3.1 Results

The predicted values in the study are presented in Table 3, which is adapted from Table 8 of
Viscusi and Aldy (2003). Generally, predicted values for the U.S. range from $5.5 million to
$7.6 million. The study notes that median predicted values were generally very close to the
means.

The authors predicted mean VSL estimates by using the estimated coefficients from the meta-
analysis to predict the natural logarithm of VSL for each original study. After converting
log(VSL) to VSL the study-specific predicted values were averaged to get the mean estimates
presented in Table 3. Confidence intervals were constructed by using the prediction error for
each study from the meta-analysis regressions. Lower and upper confidence intervals for each
study were averaged to produce the lower and upper confidence intervals reported below.
Predicted U.S. mean values are constructed based on regression samples using all countries, but
with averaging across only U.S. studies. The authors note that the confidence intervals are valid
only under the assumption that the model is specified correctly.

The meta-analysis is undertaken to estimate the effects of income on VSL and the study finds

12 Liu, Hammit and Liu (1997) and Bowland and Beghin (2001) focus on developing
countries and thus are not considered in our summary.
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that income elasticity for VSL ranges from about 0.5 to 0.6 across several specifications. The
authors note that the 95 percent confidence interval on income elasticity never exceeded 1.0.

Table 3

Mean predicted VSL, U.S. sample

Reproduced from Viscusi and Aldy (2003)

OLS 1 OLS 2 OLS 3 Robust w/ | Robust w/ | Robust w/
Huber wts | Huber wts | Huber wts
Variables | Log(Y) & OLSI1 + Full set Log(Y) & OLSI1 + Full set
mean risk | mean risk? mean risk | mean risk?
Mean 5.5 5.8 6.9 6.1 6.3 7.6
predicted (3.8-8.1) | 41-83) [(3.1-162)[ (46-8.2) | (4.8-8.4) | (3.0-194)
VSL
(95% C.1.)

4.3.2 Limitations

While the meta-analysis results are highly consistent across specifications, the confidence
intervals for the regressions that include the full set of covariates are broad because there are
relatively few degrees of freedom. Moreover, the precise VSL values used for each study in the
sample are not fully clear. The paper reports VSL’s for each study in the analysis, but some of
these are in the form of a range. Finally, the selection criteria does not include estimates from
“grey” or unpublished literature.

5 Conclusion and Summary

Since 1999 EPA has relied on a central VSL estimate of $6.2 million (2002 dollars) for most of
its economic analyses, which is derived from a Weibull distribution of 26 hedonic wage and
contingent valuation studies of mortality risk valuation. Recently, in air regulations EPA has
used an estimate of $5.5 million (2003 dollars), which is derived from recent meta-analyses. In
light of additions and advances in the literature, the time is ripe for revisiting the VSL

estimate(s) used in EPA policy analysis.

This background paper reports on three cooperative agreements that assess the hedonic wage,
contingent valuation, and averting behavior literatures, as well as reviews three recent meta
analyses of the mortality risk valuation literature.

Each of the cooperative agreements highlights areas of concern with the particular literature
under investigation. Black, et al. (2003) raise concerns with the stability of hedonic wage
estimates, given the large changes in results that come from slight changes in specification or
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choice of data. Alberini (2004) demonstrates how modifications in specification can affect
results and asserts that median estimates are more stable than mean estimates, though researchers
must be attuned to the impact of outliers and zero values when doing their estimation. Finally,
Blomquist (2004) reviews the averting behavior literature and encourages a more thorough
analysis for use in policy decisions.

We also review three recent meta-analyses of the mortality risk valuation literature. Kochi,
Hubbel and Kramer (2003) use Bayesian techniques to combine contingent valuation and
hedonic wage studies in a meta-analytic framework. They recalculate the original estimates to
account for independence and report an estimate of $5.4 million from their studies. Both Mrozek
and Taylor (2003) and Viscusi and Aldy (2004) conduct meta analyses of the hedonic wage
literature. The studies differ in their selection criteria and how they use the estimates. Mrozek
and Taylor report a best estimate of $2 million, while Viscusi and Aldy report a best estimate of
around $6 million.

These reports and studies are informative as EPA revisits the best VSL estimate to use in policy
analysis. This background paper concludes with a series of Charge Questions to guide
discussion of issues confronted when using the existing mortality risk valuation literature to
evaluate environmental policies.
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Charge Questions for Discussion

The charge questions are structured around a set of broad issues that define the general
objectives of this review.

I. Literature support for a revision of the current Guidelines for valuing changes in fatal risk.

In 1999, the Science Advisory Board - Environmental Economics Advisory Committee
reviewed the draft Guidelines for Preparing Economic Analyses. The Guidelines state that the
Agency would continue to conduct periodic reviews of the risk valuation literature and revise the
Guidelines accordingly, under advisement from the SAB. Though the literature has grown since
the publication of the 2000 Guidelines, the Agency’s practice of valuing changes in fatal risks
has largely been unchanged. Does the literature support a revision of the current Guidelines for
valuing fatal risk changes?

II. Questions on the important strengths and limitations of the available literature and how these
factors be accounted for in practice.

A. The Background Paper summarizes several EPA commissioned reports that document
methodological concerns underlying VSL studies that use hedonic wage equations, contingent
valuation surveys, and averting behavior methods. What are the important practical lessons EPA
can draw from these reports, and how should these be used to evaluate literature to be used by

EPA?

B. To what extent is it scientifically appropriate for the Agency to use VSL estimates
from unpublished studies and studies from developing countries in developing mortality risk
valuation policy?

II1. The risk valuation literature has grown substantially since the 1999 Guidelines were
published. EPA has questions about what is the most scientifically appropriate way for EPA to
aggregate the literature in updating its mortality risk valuation policy. There are a number of
alternatives to consider:

A. Current Practice (fitting a distribution)

EPA Guidelines recommend using a distribution of VSL estimates based on 26 studies
from the literature. A Weibull distribution was fit to the set of estimates, yielding a
central estimate of approximately $6.1 million. Is this sort of “curve fitting” a preferred
methodology for deriving a distribution of VSL values for use in economic analyses of
EPA regulations?

B. Meta-analyses

(1) There are three widely-circulated meta-analyses of VSL estimates that are recent
contributions to the literature. Is meta-analysis the preferred methodology for
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deriving VSL values for use in economic analyses of EPA regulations?

(11) The white paper summarizes three widely-circulated meta-analyses of VSL
estimates that appear to be generally regarded as high quality.' These analyses
differ in their selection criteria, the scope of studies they consider, and their
technical approach to combining existing VSL estimates. In general, what are the
relative strengths and weaknesses of each study in regards to application to EPA
policy analyses? Does one of these studies emerge as a preferred candidate for
VSL estimates for EPA policy analyses?

(ii1)  Each of the three studies use different criteria to select estimates to include in the
analysis (e.g., only HW studies, HW and CV studies). Are there particular
selection criteria that should be required in any meta-analysis used by EPA for
policy analysis?

(iv)  Similarly, each of the studies uses different statistical techniques to calculate their
VSL estimates. For example, some studies rely on regression techniques,
whereas others fit a particular distribution to the data. What approach should
EPA use for calculating VSL estimates for policy analysis?

(v) Each of the meta-analyses manipulates the original data to some extent. For
example, some studies adjust for after-tax wages, whereas others do not. Is there
a set of such manipulations that the EEAC believes to be critical for any meta-
analysis? Are there some data manipulations that are generally incompatible with
sound meta-analysis?

(vi)  How should a quality meta-analysis handle zero or negative VSL estimates from
studies that otherwise meet its selection criteria for inclusion?

(vii)  If the Agency relies upon multiple meta-analyses to estimate VSL for policy
analysis, how can the different meta-analyses most rigorously and appropriately
be combined given that they use different statistical procedures, and overlapping,
but not identical sets of studies?

C. Are there other alternatives methodologies EPA should consider for aggregate the
literature in updating its mortality risk valuation policy?

' The three studies are Viscusi and Aldy (2003), Kochi, Hubbell and Kramer (2003), and
Mrozek and Taylor (2000).
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IV. The characteristics of risks and populations addressed in the VSL literature are often
different from those addressed by EPA policies. The SAB has addressed some of these
questions concluding that the only empirically feasible adjustments to a base VSL are (1)
discounting over periods of latency and cessation lag, and (2) increasing VSL over time to
account for rising real income.

A. Does the literature continue to support empirically accounting for these effects in
policy analysis?

B. Does the literature support empirically accounting for other risk and population
characteristics in transferring existing VSL estimates to the analysis of EPA policies?

V. Empirical analysis is always limited by data constraints. The analysis by Black, et al., for
example, highlights the impact of existing data limitations in hedonic wage studies. EPA is
interested in hearing from the SAB-EEAC members on how the Agency might assist research
through efforts to make data more available.

A. Can useful analytical gains be made through low-cost improvements in data quality or
increased data availability? What steps can EPA and other government agencies take in the
short term to facilitate research through improved data quality or increased accessibility to
existing data sets?

B. The EEAC recently reviewed EPA’s draft Environmental Economics Research
Strategy and provided advice regarding research needs for mortality valuation as part of that
review. Given the additional information provided to the committee for this review, do EEAC
members wish to identify any additional research needs or provide any modifications to their
recent advice?

C. What do members of the EEAC see as the most fruitful, long-term strategies for
overcoming the challenges of using the existing literature for environmental policy analysis?
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APPENDIX A

Value of Statistical Life Estimates on Which EPA VSL Estimate is Based



VALUE OF STATISTICAL LIFE ESTIMATES

(mean values in 1997 dollars)

Study Method Value of
Statistical Life

Kneisner and Leeth (1991 - US) Labor Market $0.7 million
Smith and Gilbert (1984) Labor Market $0.8 million
Dillingham (1985) Labor Market $1.1 million
Butler (1983) Labor Market $1.3 million
Moore and Viscusi (1988) Labor Market $3.0 million
Marin and Psacharopoulos (1982) Labor Market $3.4 million
Kneisner and Leeth (1991 - Australia) Labor Market $4.0 million
Cousineau, Lecroix and Girard (1988) Labor Market $4.4 million
Dillingham (1985) Labor Market $4.7 million
Viscusi (1978, 1979) Labor Market $5.0 million
R.S. Smith (1976) Labor Market $5.6 million
V.K. Smith (1976) Labor Market $5.7 million
Olson (1981) Labor Market $6.3 million
Viscusi (1981) Labor Market $7.9 million
RS.Smith (1974) Labor Market $8.7 million
Moore and Viscusi (1988) Labor Market $8.8 million
Kneisner and Leeth (1991 - Japan) Labor Market $9.2 million
Herzog and Schlottman (1987) Labor Market $11.0 million
Leigh and Folsom (1984) Labor Market $11.7 million
Leigh (1987) Labor Market $12.6 million
Garen (1988) Labor Market $16.3 million
Miller and Guria (1991) Contingent Valuation | $1.5 million
Viscusi, Magat and Huber (1991) Contingent Valuation | $3.3 million
Gegax et al. (1985) Contingent Valuation | $4.0 million
Gerking, de Haan and Schulze (1988) Contingent Valuation | $4.1 million
Jones-Lee (1989) Contingent Valuation | $4.6 million

Derived from US EPA (1997) and Viscusi (1992).

Reproduced from: Guidelines for Preparing Economic Analyses (2000)
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Appendix B
Selected Excerpts from
Review of the Revised Analytical Plan for EPA’s Second Prospective Analysis —

Benefits and Costs of the Clean Air Act 1990-2020, Draft Report, #EPA-SABCOUNCIL-
ACV-XXX-XX, March 5, 2004

Excerpt 1, from page 3 of the draft report: “Value of Premature Mortality and Morbidity
Associated with Reductions in Air Pollution”

Excerpt 2, from pp 54- 62 of the draft report: “12. USE OF VSL META-ANALYSES”

Excerpt 3, from pp 121-127 of the draft report: “APPENDIX D: ADDITIONAL
DISCUSSION CONCERNING THE USE OF VSLS”
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Value of Premature Mortality and Morbidity Associated with Reductionsin Air
Pollution: Uncertainty analysis with respect to Value of a Statistical Life (VSL) values
requires information about the distribution of VSL estimates corresponding to risks and
populations that are similar to those relevant for the CAAA. The margina distribution of
all empirical VSL estimates derived across al contexts is unlikely to be appropriate for
this purpose, asis any arbitrary convenient assumption about distributional shape.

The Panel recommends a primary focus, at this juncture, on the Viscus-Aldy
estimates of VSLs based on U.S. studies. The Agency should not rely exclusively on the
Kochi et d. meta-analysis, which has not yet been peer-reviewed and published.

The Council Specia Panel does not support an effort by the Agency to comply
with the OMB requirement for cost-effectiveness analysis by utilizing Quality-Adjusted
Life Year (QALY) as the measure of effectiveness. Too many other classes of benefits
besides human health benefits must be taken into consideration. A workshop on
appropriate cost-effectiveness approaches for this application may be helpful, but its
scope would need to be very carefully defined and the differences between cost-
effectiveness anaysis in the typical health context versus cost-effectiveness for specific
human health benefits of the Clean Air Act (CAA) would be an important dimension of
the discussion.

Concerning morbidity, the Agency should continue to use Willingness-To-Pay
(WTP) estimates for morbidity values, rather than COI estimates, should these be
available. Where WTP is unavailable, COI estimates can be used as placeholders,
awaiting further research, provided these decisions include suitable caveats. The Dickie
and Ulery study is a valuable addition to the repertoire of empirical results concerning
WTP for acute respiratory illnesses and symptoms, although it is not so superior asto
supercede all earlier studies.

Ecological Effects. Human health risk reductions may be the most substantial
benefit from the CAAA, but they are not the only important benefit. Benefits to
ecosystems and other welfare benefits such as visibility are likely to be substantial and
are till receiving limited attention. The Council neverthel ess recognizes substantial
challenges in quantitative assessment of these benefits. The greater heterogeneity in
ecosystems services makes it even more difficult to produce estimates of the benefits
from their protection than for the protection of human heath. The input of the new
Science Advisory Board Committee on Valuing the Protection of Ecological Systems and
Services (CVPESS) and a new Council Ecological Effects Subcommittee (EES) may be
able to stimulate the devel opment of greater expertise on this issue than is presently
available. Ecological effects to be valued must be limited to those effects for which there
isadefensible, rather than just speculative, link between air emissions and service flows.
The Council strongly objects to using inappropriate or unsupported placeholder valuesin
the absence of better information.
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12.USE OF VSL META-ANALYSES

12.1. Aqgency Charge Questions Related to Use of VSL M eta-Analysis.

Charge Question 22: EPA's current analytic blueprint calls for an expert-
judgment project on VSL determination that would produce a probability distribution
over the range of possible VSL values for use in the 812 project. EPA is not sure how
much priority to give to this project. A much simpler alternative would be for EPA to
specify a plausible range of VSL values. One option would be to use a range bounded by
$1 million (based roughly on the lower bound of the interquartile range from the Mrozek-
Taylor metaranalysis) and $10 million (based roughly on the upper bound of the
interquartile range of the Viscus- Aldy meta-analysis. This range would match that
reflected in EPA's sensitivity analysis of the alternative benefit estimate for the off-road
diesel rulemaking. The range would then be characterized using a normal, half-cosine,
uniform or triangular distribution over that range of VSL values. BPA would then ask this
Committee to review this distribution. This approach could be done relatively quickly,
based on the reviews and meta-analyses commissioned to date, and would alow a formal
probability analysis to proceed, without suggesting that the Agency istrying to bring
more precision to this issue than is warranted by the available science.

Charge Question 23: Pursuant to SAB Council advice from the review of the first
draft analytical blueprint, EPA reviewed a number of meta-analyses—either completed or
underway— developed to provide estimates for the value of statistical life (VSL) to be
applied in the current study. EPA plans to consult with the Council (and coordinate this
consultation with the EEAC) on how best to incorporate information from the Kochi et a
(2002) meta-analysis, other published meta-analyses (Mrozek and Taylor and Viscus and
Aldy), and recent published research to develop estimates of VSL for usein this study. In
addition, EPA plans to implement two particular adjustments to the core VSL values:
discounting of lagged effects and longitudinal adjustment to reflect changes in aggregate
income. Does the Council support these plans, including the specific plans for the
adjustments described in chapter 87 If the Council does not support these plans, are there
alternative data or methods the Council recommends?

Charge Question 31: EPA plansto work with the Council and the EEAC to
develop revised guidance on appropriate VSL measures. We hope to include the Kochi et
a (2002) meta-analysis, other recent meta-analysis, recent publications, and the 3
literature reviews sponsored by EPA. (A separate charge question pertaining to this
element of EPA’sVSL plan is presented below). In addition, EPA plans to conduct a
follow-on meta-regression analysis of the existing VSL literature to provide insight into
the systematic impacts of study design attributes, risk characteristics, and population
attributes on the mean and variance of VSL. Does the Council support the plans
described in chapter 9 for conducting this meta-regression analysis? If the Council does
not support this analysis or any particular aspect of its design, are there dternative
approaches which the Council recommends for quantifying the impact of study design
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attributes, risk characteristics, and population attributes on the mean and variance of
VaL?

Charge Question 37: Does the Council support including the Kochi et al. (2002)
meta-analysis as part of a larger data base of studies to derive an estimate for the value of
avoided premature mortality attributable to air pollution? Are there additional data,
models, or studies the Council recommends? Does the SAB think that EPA should
include Kochi et al. 2003 if not accepted for publication in a peer reviewed journal by the
time the final 812 report is completed?

12.2. Summary of Council Response

The Council has combined the responses to charge questions 22, 23, 31, and 37
and has provided additional discussion concerning the use of VSLsin Appendix B of this
Council Report. Major summary points appear below.

Since the Panel’ sinitial receipt of the Analytical Plan, the plan for an expert-
judgment project on VSLs has been dropped from the blueprint. The expert
elicitation exercise is no longer an active portion of this charge question.

Uncertainty analysis with respect to VSL values requires information about
the distribution of VSL estimates corresponding to risks and populations that
are similar to those relevant for the CAAA. The univariate distribution of all
empirical VSL point estimates derived across al contextsis unlikely to be
appropriate for this purpose, asis any arbitrary convenient distributional
shape.

Discounting of lagged effects is advisable, but the literature on discount rates
for future finarcial outcomes and future health states is not clear on whether
straightforward discounting using an exponential model and a common rate
will be appropriate. Sensitivity analysis and caveats are recommended.

Adjustments for future changes in aggregate income levels are being based on
very limited empirical evidence and should be considered placeholder efforts
at present. It would be preferable in the future if these adjustments were made
in the context of aformal model of preferences and the relevant eladticities.
Placeholder efforts should be clearly identified as such, and accompanied by
strong cavesats. The First Prospective Analysis included (in an Appendix)
estimates allowing income growth. This type of analysis may be a candidate
for the recommended “ exploratory” or preliminary analyses discusses earlier.

The Panel recommends a primary focus, at this juncture, on the Viscus-Aldy
estimates based on U.S. studies, although work in the direction of the Kochi et
al. analysis should be encouraged. Preferably, the variance estimates should
be based on the variance in the conditional expectation from the model, for a
set of conditions that most closely approximate those relevant for the CAAA.
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It is certainly reasonable to expect that the Second Prospective Analysis
would consider insights derived from the other VSL meta-analyses (e.g.
Mrozek and Taylor, and Kochi et al.). The Council recommends that, to the
extent VSL measures are developed as conditional expectations from a meta-
analysis, they should rely primarily on published peer review studies. Asthe
Council’s general comments on approaches to methodological innovation
imply, the meta-analyses that best serve Agency needs will not always be
published.

Continual evolution of the relevant literatures justifies development by the
Agency of amore formal laboratory phase for evaluation of potential
methodological innovations. A “satellite benefit-cost analysis’ based on
updated methodologies could serve as a forum for evaluation of new methods
before these innovations are formally and widely adopted by the Agency for
the Section 812 Analyses and other analyses.

12.3. Expert Judgment - VSLs

The Agency desires to bound the range of plausible VSL values between $1
million and $10 million, which seems reasonable given the state of knowledge about
empirical values in different contexts. This range, however, represents the margina
distribution of VSL estimates aggregated across values that have been determined in very
different contexts. Theideal VSL distribuion to employ would be the conditional
distribution of VSL values, derived for contexts that most closely match the risks and
affected populations relevant to the CAAA. ThisVSL does not necessarily lie in the
middle of the overall marginal distribution of empirical VSL estimates across the broad
range of contextsin the literature.

Some VSL distribution is needed from which to draw alternative point values of
the VSL for simulations of the effect of uncertainty about VSL values. However, the
Council Special Panel does not agree with arbitrary assignment of some convenient
distribution (e.g. normal, half-cosine, uniform or triangular) for the range of values.
Why not compare Mrozek- Taylor versus Viscus-Aldy meta-analyses, including the
latter’ s re-estimates with a sample consisting of one observation per study? Use these
estimates to derive an appropriate mean and variance of the relevant conditional
distribution from that model “configured” for the policy analysis. Theideais to narrow
the range of plausible VSL estimates to reflect more closely the risks and affected
populations for the policies in question.

12.4. Adjusting for latencies, income growth?

Latency in health effects, as well as cessation lags, mean that a comprehensive
assessment of mortality risk reduction benefits must take into account individual
discounting. In discounting individual health effects, there remains an important question
as to whether the usual convenient exponential form of discounting is an appropriate
assumption, given the numerous empirical anomalies. There are also unresolved
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guestions about the difference in discount rates concerning future health, as opposed to
future financial status. While the Council concurs that future benefits need to be
discounted, there is o consensus in the literature concerning how to do this. Asa
practical matter, pending additional research, the Agency should adopt discounting
assumptions that are consistent with the rest of the Analytical Plan and include sensitivity
analysis and caveats.

The Panel does not support the use of the proposed adjustment for aggregate
income growth. Thisis arbitrary and inconsistent with VSL as a margina rate of
substitution (MRS). The Council acknowledges that, in principle, demands for
environmental risk reductions (like demands for all other goods and services) are likely to
vary systematically across individuals with such factors as income, age, gender, ethnicity,
or ahost of other variables. However, empirical evidence based upon utility-theoretic
specifications has not yet been amassed to a point where there is any professional
consensus as to the precise way in which demand for risk reductions varies with these
factors. The Council also acknowledges methodological change without full vetting and
review runs the risk of creating an appearance of manipulation. Thus, it is imperative
that the Agency substantiate any adjustments before attempting to incorporate them in the
Section 812 Analyses.

The Agency needs to be aware that there are some important subtleties concerning
income in revealed preference derivations of the marginal rate of substitution between
risk reductions and income. Income adjustmentsto VSLs (or equivalently to margina
rates of substitution) require very stringent approximations. While empirical evidence for
income effects is substantial, it is generaly derived from ad hoc reduced- form
specifications, rather than any formal theoretical basis.

Nonetheless, it remains clear that the Agency should take into account that, over
time, average real incomes are likely to grow. The Agency should continue to consider
ways in which to capture overal rea income growth. Unfortunately, most of the
literature on income elagticities in VSLs is not based upon a framework that produces
reliable estimates of what adjustments should be made in the aggregate, over time. The
Council cannot support the proposed adjustments for aggregate income growth as being
theoretically consistent.

Any income adjustments in the present analysis fall within the category of
satellite or exploratory analyses that may be developed as supplementary to the primary
analysis. As such, they would be intended to stimulate discussion and review, rather than
constituting a primary component of an analysis intended to be used in evaluating a
policy. In any provisiona analysis, it may be possible to place bounds on the likely
errors that would accompany simple approximations to likely income effects. If an
adjustment of this type is considered essential even at this stage in the analytical process,
the Agency should be especialy prudent in qualifying it and present the resultsin a
format that is as transparent as possible. Thiswould include explaining in detail how any
income adjustments have been accomplished and why they are deemed to be necessary.
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It is worth emphasizing that as soon as the Agency begins to manipulate VSL
estimates to reflect anticipated changes in real incomes, it opens the door to arguments
that VSLs should also be adjusted for other long-run changes. These might include other
changes in budget constraints, such as alterations to the relative prices of medical care.
Or, they could include shiftsin typical indicators of preferences, such as trends in the
sociodemographic mix in the population (e.g. changes in the age distribution).

The Agency should also be aware that if VSLs are to be adjusted for income
growth, so should be all of the other demand-based benefit measurements entertained in
the Section 812 Analyses. It may be difficult to defend making income- growth
adjustments only to one component on the benefits algebra.

In the longer term, consideration should be given to obtaining income-based
adjustments to VSLs (or even other types of adjustments) through preference calibration
techniques. These methods hold promise for generating forecasts that are consistent with
the relevant elasticities (see Smith, Pattanayak, and VVan Houtven, 2003).

12.5. Available meta-analyses

Three meta-analyses were discussed in EPA’ s evaluation of summary measures
for the available VSL estimates (Mrozek and Taylor, 2002, Viscusi and Aldy, 2003, and
Kochi, Hubbell, and Kramer, 2003). The studies differ in several key respects, including:

a The number of observations included from each study;

b. The format of the observations (e.g. actual estimates, use of group means,
and other transformations of the primary estimates);

C. The sample composition — U.S. studies, international, revealed and stated

preference;

d. The set of independent variables used for controls (e.g. inclusion of
industry effects);

e Bayesian means versus regression summaries;

f. Published versus unpublished summaries.

The background for the charge questions tends to focus attention on the selection
of asingle study as a summary for developing for the Prospective Analysis “one” VSL
estimate of reductions in mortality risk. However, the charge questions explicitly refer to
the “ systematic impacts of study design attributes, risk characteristics, and population
attributes on the meanand variance of VSL.” The earlier meta-analysis strategies tended
to miss the opportunity to combine the insights from all studies to influence how
summary measures are constructed and used. We recommend that serious consideration
be given to using these insights in adapting how any meta-summary is used.

Equally important, the sensitivity of VSL estimates from meta-summary
eguations to the sample composition (i.e. which studies are included) and to the controls
used (i.e. which study features are explicitly modeled) suggests that it would be prudent
to use the resulting lessons from this research in at least three ways:
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a If one study, such asthe Viscus and Aldy (2003) meta-analysis, is
selected, evaluate the sengitivity of the conditional expectation to the
baseline risk and other control variables selected in measuring the
conditional prediction.

b. Evaluate the variance in the conditional prediction as a function of the
values for the independent variables included in the moddl in relation to
the mean values for these variables for the sample used to estimate the
model.

C. Consider the effects of inclusion or exclusion of independent variables or
observations on the coefficient estimate for the risk measure. The data
sets used in these studies are generally available for attempts at
replication, so this type of comparison can be readily undertaken and
would permit evaluation of the sensitivity of the VSL estimate to
assumptions made, based on the available literature.

In genera, it does not seem prudent to extend the sample to include studies for
labor markets outside the U.S. The terms of employment, information about safety
conditions, fringe benefits (e.g. health insurance), etc. are likely to be so different that
one could not be sure thet differences attributed to income or risk levels were in fact due
to these variables.

12.6. Interpreting CV measures as opposed to wage-risk measur es

One advantage asserted for the Kochi et al. study is the inclusion of contingent
valuation (CV) evidence concerning VSLs. However, there is an important issue that has
not been adequately discussed when CV results are included with revealed-preference
wage-risk results concerning VSLs. The CV based measure of the VSL implicitly
accepts a proportionality assumption between ex ante willingness to pay and the risk
change.

The proper theoretical interpretation of the CV measuresis as an ex anteoption
price for arisk change. If OP denotes the value for arisk reduction from PO to P1 (with
P1 < PQ), and the P' s designate the probability of death before and after the risk
reduction, theory implies:

OP=1 (PO, P1, and other variables)

The comma between PO and P1 implies that linear proportionality in (PO - P1) is
an approximation, not a feature implied by theory. Thus, to rewrite equation (1) as
equation (2) below, where the option price associated with arisk reduction is proportional
to the size of the risk reduction (as well as being a function of a number of other
variables) and then to approximate VSL as in equation (3) by normalizing upon a 1.00
risk change, adds additional untested assumptions.
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A meta-analysis that includes CV studies to expand the range of risk changes (or
the types of risks considered) will accomplish this objective. However, it also changes
the summary measure from an ex ante margina rate of substitution to a linear
approximation. Unfortunately, this added condition makes it difficult to evaluate whether
the resulting differences in summary results between CV and wage-risk studies should be
attributed to these additional assumptions implicitly added to the model, or to the
expansion in the range or types of risks.

Nevertheless, the Council recognizes that CV-based studies offer unique
opportunities to examine the empirical influence of many additional factors on the
resulting estimates of VSLs. Despite the potential difficulty in rendering their findings
compatible with those from revealed-preference wage-risk studies, CV studies have the
potential to make important contributions to our understanding of how consumers value
risk reductions, and it is important to take advantage of these opportunities.

12.7. Emerqging consider ations

As recent unpublished research by Cameron and DeShazo seems to suggest, the
terms identified in equations (1), (2), and (3) above, and other things, may well be very
important to the ex ante option price measured for the risk change. Thisresearch is
presently available only as early reports from a detailed contingent valuation study.
Nonetheless, it reaffirms the notion that it may be important to evaluate the sensitivity of
the conditional expectation of the VSL to the conditioning variables used in its
construction.

The Council’ s discussion also supported efforts to refocus attention on
incremental willingness to pay for an incrementa risk change, rather than the traditional,
but potentially confusing construct that isaVSL. The panel’s discussion urged EPA to
consider including a preamble on the concept that is sought as a benefit measure, its
likely link to the conditions of daily living and illness preceding death, as well asto any
latency and temporal issues associated with exposure and increased risk of death.

The Panel recognizes that the current state of research makes it unlikely that
empirical measures can imminently be developed that reflect all of these concerns.
Nonetheless, the discussion led to a consensus that the Panel should urge Agency staff to
consider careful qualification and sensitivity analysis for the measure used to monetize
mortality risk reductions.
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12.8. Which meta-analysesto use

In general, the Council Specia Panel recommends that the Kochi et al. meta-
analysis should not be given any particular prominence among the alterretive meta-
analyses used for determining one appropriate measure to use for the VSL. There are
several reasons:

a The Kochi study is still unpublished. While it can sometimes be
difficult to publish further meta-analyses when others are already in the
literature, the Agency should not rely disproportionately on the Kochi
study before it has been thoroughly peer-reviewed. The standards for
peer-review obvioudy differ across journals and even across reviewers,
but reliable peer-review can aso be accomplished outside of the journal
publication process. Both Mrozek and Taylor (2001) and Viscus and
Aldy (2003), however, have already appeared in the peer-reviewed
literature.

b. There are problems in the derivation of the variance of the VSL
estimates. Some appear to be typographical errors. The researchers
apparently faced some problems in terms of unobserved (or unreported)
covariances among parameter estimates. However, it might be possible to
derive estimates of variance in mean annual wage from the current
population survey (CPS) or other sources, and use this information to fill
in some of the blanks. It is not clear whether one should use a predicted
wage or an actual mean wage. Overal, thisis a careful study but, like al
meta-analyses, it needs to address the potential impact of some of its key
assumptions on the results of the analysis before it is possible to assess
their importance.

C. The use of author-specific means of VSL (p. H-12to H-13) is
troublesome if the different estimates have been derived from different
samples.

If called upon to recommend just a single meta-analysis at this point, the Council
Panel would recommend a primary focus on the Viscusi-Aldy estimates based on U.S.
studies. However, as the 812 process evolves over time, the Council has recommended a
commitment to Satellite or provisional analysis to test new methods in a policy relevant
format. This would assure that the Agency did not miss opportunities to incorporate
insights from new research as it emerges. It would also signal a commitment to
understanding the full implications of methodology change before it was adopted as the
“Agency Practice.”

Finally, variance estimates for the VSL measures predicted for arisk context and
an affected population similar to those relevant to the CAAA should be based on the
variance in the conditional expectation from the model.
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12.9. Unpublished meta-analyses?

The Council was asked explicitly to address the question of unpublished meta-
analyses. In general, we believe a peer-reviewed study will have greater professional
credibility than one that has not met this standard. The Panel has some reservations about
basing an analysis with the gravity of the Second Prospective Anaysis on unpublished
research, but has even greater reservations about using entirely non peer-reviewed
research. Each of the available meta-analytic studies has different advantages and
shortcomings so that no single study should be the sole basis for information about the
distribution to be used for the VSL in the Second Prospective Analysis.

This is another reason for creating an ongoing commitment by the Agency to
engage in activities that serve as laboratories for methodological developments. Based
on innovations in the literature, new methods ard new meta-analyses will continue to be
developed and applied to policy issues. First, they should be used for evaluative
purposes. Results designated as explicitly as “exploratory” can be disseminated in
Agency working papers to evaluate the implications of new proposals for analysis. This
process serves arole that parallels the peer review process. However, it is more focused
and relevant to Agency needs because the appropriate policy context is being considered.
These satellite benefit cost analyses could then provide a forum for exchange and
evauation of new methods before they are formally adopted for specific analyses that
would be submitted as the Agency’s official evaluation of a proposed regulation.

62



oooo~NOoOUTh, W NP

APPENDIX D: ADDITIONAL DISCUSSION CONCERNING THE
USE OF VSLS

This appendix covers materia that can be classified as “experimental” or
“methods development.” It emphasi zes some shortcomings of existing practices with
respect to VSLs. The Agency is advised to anticipate changes in the state of the art in
human health benefits valuation that may be appropriate to incorporate in future 812
analyses as these updated approaches are vetted and as the justificationfor them becomes
more widely understood.

The Council first wishes to highlight persistent conceptual problems stemming
from the use of “the VSL.” Normalizing WTP to a 1.00 risk reduction is arbitrary and has
proven to be confusing to nonspeciaists and therefore open to being used in a
strategically misleading fashion. Asadevice for combining WTP estimates based on
different risk changes, any arbitrary normalization is equally appropriate and a more
policy-relevant risk change would be preferable for normalization, even if this
necessitates a change in traditions.

That WTP should be close to proportional to the size of the risk change hes
theoretical support and would be enormously convenient. However, empirical tests of this
theory are very difficult with hedonic wage data and contingent valuation studies tend to
produce results at odds with this assumption. More information on this important aspect
of VSL implementation would be valuable.

WTP for risk reductions should be presumed to be heterogeneous across risks and
individuals, unless demonstrated otherwise. It is important that the proposed meta-
analyses are designed to recognize this.

Existing meta-analyses have tended to maintain the hypothesis that there exists a
single immutable VSL (or asimple VSL function that depends mostly on income levels).
The early Agency posture suggested that this unknown VSL merely needed to be
revealed by somehow combining VSL estimates from different studies.

The studies that form the raw materia for meta-analysis may be compromised to
varying degrees by their subjects having had incomplete information about risk. Credible
meta-anal yses should address these problems as well.

The Agency should proceed cautiously in adopting the results of existing or new
Mmeta-analyses as the basis for some assumed distribution for the WTP that will be
appropriate for the Second Prospective Analysis. The contexts of the constituent studies
may not adequately match the policy context where the WTP is needed.
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D.1. VSLsvs. Micromorts

The concept of the value of a statistical life has unnecessarily impeded clear
communication with risk managers about the public’s value for smal changes in health
risks. However, the Council acknowledges that it is not in the Agency’s best interest to
attempt to take the lead by proposing fundamenta changes in the way economists
traditionally have thought about valuing mortality risks. Such initiatives properly comes
from the academic community. However, the Council wishes to draw the Agency’s
attention to ideas and approaches that are likely to develop in the literature over the next
few years. Even without adopting a substantially different perspective on mortality risk
valuation, the Agency can report mortality values in ways that are less susceptible to
misinterpretation by norexperts in the constituency for the Section 812 reports.
Specifically, the Agency should exercise more precision in describing and qualifying the
measures of mortality risk reduction it currently uses. Whenever the concept of aVSL is
introduced, the Agency should identify the VSL explicitly as a normalization relative to a
particular baseline risk. The corresponding range of untransformed WTP estimates for
the policy-relevant range of risk changes should be provided for comparison.

VSL is defined as the marginal rate of substitution (MRS), namely the (local)
difference in income that will leave an individual equally well off in the face of a
difference in mortality risk. It iswell recognized in the literature that this MRS depends
on basdline risk, income, and may well depend on other characteristics of the risk and the
individual. The units in which this MRS is described are arbitrary (e.g., dollars per
pound, pennies per ton, etc.). By focusing on “the Value of a Statistical Life,” we have
arbitrarily adopted as our units “dollars per 1.00 risk change.”

The population WTP for a specified risk reduction is defined as the sum of
individuals WTP for the individual risk reductions. For example, if a policy change
reduces fatality risk this year by Ar for everyonein a population of size N, the population
WTP for this change can be calculated as W, where v is the population average WTP for
aAr reduction in the chance of dying this year. This same population value is often
described as the product of the average VSL and the expected number of “lives saved” by
the risk reduction. Using the normalization of dollars per 1.0 risk change, VSL is defined
asv/ Ar, and “lives saved” is equal to the expected number of deaths averted this year,
i.e, NAr.

While this alternative formulation, in terms of the average VSL and the number of
“lives saved,” is mathematically equivaent to the population WTP (i.e., the product of
the average WTP and the population size), it is potentially misleading. 1t suggests that
the value of each “life saved” is equal to the average VSL, and that one only needs to
know the expected number of “lives saved” in order to calculate population WTP. In
addition to other factors, VSL is likely to depend on the size of the individual risk
reductionAr, and so the population WTP for a change that “ saves one life” may depend
on whether the change reduces many peopl€e’ s risk by a small amount or reduces a small
number of people’'srisk by alarge amount.
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The arbitrary choices made with respect to the normalization of VSLs
unnecessarily court objections from non-specialists who confuse “The Vaue of a
Statistical Life” (the economists' technical term for an extrapolated linear approximation
to amargina measure) with “The Vaue of Life” in the sense of some measure of the
intrinsic vaue of one human life with certainty. Long ago, Ron Howard (1984) proposed
the term “micromort,” meaning the value of a one-in-a-million risk reduction, which
would trandate into one one- millionth of our usual $5-6 million VSL, or just 5 to 6
dollars. This metric would be less mideading than the VSL, but unfortunately it has never
achieved currency. There is no imperative to choose a 1.00 risk change as the intervening
metric for scaling. Scaling all estimates to the risk change relevant for some specific
policy isjust as vaid, and would lead to the identical mathematical result for aggregate
WTP for arisk reduction policy.

There are other potential

concerns about empirical measures of WTP VSL-2

WTP for risk reductions. Suppose that
we are trying to combine the
information about WTP for risk

reductions from five different studies, VSL-1

each involving one particular
(different) risk reduction, r1 through
r5, asin the figure. (With any luck,
there will be standard errors on the
underlying WTP estimates, as shown,
so there will be corresponding standard
errors on the resulting individual
studies estimates of VSLs, although
these are not depicted in the diagram.)

If we use the WTP and risk
information from each study to impute 2
the associated VSL for a 1.00 risk r AL
change, the numbers may vary widely, 4
as shown. Itisthesedifferent VSL 5
estimates that most meta-analyses seek : /\/
to “average” according to formulas of 0 sty ;‘g's‘
different complexity and
sophistication. By taking some type of
average of the five separate VSLs, we
can infer an average WTP for risk reductions that controls for the different risks across
studies. However, if the true WTP function tracks along the dashed line, and if the policy
context concerns arisk change that is, say, dightly larger than r5, then the WTP that
would be inferred from the average VSL would be an inappropriate estimate.

~ —~ WTP function?

1.00

risk change
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The individual WTP point values depicted in the diagram may also differ because
of other types of heterogeneity across the contexts wherein they were derived. In that
case, it would of course be inappropriate to average these results, even after
normalization to a common 1.00 risk change.

VSLs are based on empirical data concerning choices in the neighborhood of very
small risks and small risk differences. Outside of this domain, we can really say nothing
about WTP for much larger risks and risk changes. The implicit extrapolation to a 1.00
risk change that produces a VSL is understood by specidists to be purely a convenient
device to control for variations in the sizes of risk reductions across the studies that yield
these estimates. Unfortunately, this is often not understood as such by non-speciaists.

D.2. Proportionality

The VSL can be viewed simply as a strategy for getting around the fact that WTP
from different studies corresponds to different sized risk changes. It would be
inappropriate to average the individual WTP estimates without acknowledging that they
apply to different risk changes. The issue of proportionality of estimated WTP for risk
reduction and magnitudes of these risk reductions has been raised previoudy (e.g.
Hammitt and Graham, 1999). Certainly, if we wish to maintain the hypothesis that there
exists a single one-size-fits-al VSL that is the same for al possible risk reductions, then
the estimated WTP for different risk reductions ought to be proportional to the sizes of
the risk reductions in question. This constitutes a requirement for a very specific type of
“scope test.” However, not all empirical estimates of WTP functions produce parameters
that are consistent with this requirement. Some studies show negligible effects of risk
changes on WTP. Such aresult that is clearly problematic for valuing mortality risks.
However, other studies reveal estimates that suggest that WTP is not strictly proportional
to the size of the risk change.

Stated-preference (e.g. contingent valuation) studies almost invariably show that
WTP is an increasing but concave function of risk reduction. Revealed- preference studies
(e.g., hedonic wage studies) typically do not tell us anything about how WTP depends on
the magnitude of the risk change because we model workers as choosing jobs from a
continuous set of jobs that differ in wage and risk, and typically do not have information
on what jobs (and risks) and individua rejects.

For example, compensating-wage-differential estimates are based on fitting a
regression model to data on individual workers' wages, occupational fatality risks, and
other variables such as education and job experience that influence wages. This
regression estimates how wages vary with occupational fatality risk, holding other factors
constant. Each worker is assumed to prefer the job he holds to other jobs that are
potentially available to him, which are characterized by the regression. Setting the

124



© 00 Noohkh W NP

independent variables equal to the worker’ s characteristics, the regression is interpreted
as describing how the set of jobs available to him differ in wage and risk.

Many of the studies that yield WTP estimates do so for only a single common risk
difference for all subjects, so thereistoo little information in any single study to assess
the effect of the size of the risk change on WTP. Some sort of preference calibration
exercise would be necessary in order to combine al of the available estimates.

D.3. Heterogeneity: Context-dependent WTP

Many practitioners seem to lose sight of the subtlety that the VSL is not a
physical constant, like the constant of gravitation (6.673 £ 0.003) x 10-8 cm3gm-1s-2 , or
the mass of a hydrogen atom (1.67339 + 0.0031) x 10-24 g. Instead, VSL isan artifact of
human preferences. It is based on willingness to pay for risk reduction, which depends
on the marginal (dis)utility of risk and on the marginal utility of income. While it may be
possible to identify some regularities across types of people in these two marginal
utilities, it is conceivable that they are essentially unique to each person. Therefore, so
can be the corresponding VSL.

The contexts for empirical studies concerning risk tradeoffs differ in many more
ways besides just the risk change they consider. The types of risk and the characteristics
of the individuals experiencing these risks can aso lead to heterogeneity in WTP. If the
policy context isnot “in the middie” of the range of study contexts, then it can be
potentialy very misleading to assume that the “average VSL” implied by the range of
available studies is a good measure of WTP to reduce the specific risk in the specific
affected population for the policy under consideration.

The Council agrees that it isimportant to look at how estimated V SLs depend on
characteristics of the individua (e.g., age, life expectancy), characteristics of the risk
(e.g., latency, accompanying morbidity, voluntariness), and any other relevant factors.
To the extent that WTP may not be a precisely proportional function of the size of the
risk change, it will also be important to look more closely at the relationship between
WTP estimates for different studies, concerning different specified risk changes, and to
assess Whether the proportionality assumption is generally tenable.

D.4. Problemswith M eta-analyses

The meta-analysis in the Kochi paper, like many other meta-analyses, is premised
on the assumption that there is a ssimple VSL relationship that is merely revealed with
different degrees of bias and noise by different studies. At best, unfortunately, the
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underlying construct is probably a complex VSL function. This function has many, many
arguments. VSL is known to depend on the nature of the risk (severity, latency,
voluntariness, etc.) and on the attributes of the individua who is considering this risk
(age, gender, health status, etc.). VSL isaso likely to depend upon the manner in which
the demand information behind it is éicited (from self-selected employment decisions,
housing choices, stated preference surveys, etc.). If only thislast source of heterogeneity
existed, we might be confident that techniques for pooling VSL estimates across studies
would be a sensible exercise. Unfortunately, we can be fairly confident that there is
fundamental heterogeneity in preferences with respect to risk, so that there is no reason, a
priori, to expect that any summary statistic across studies corresponds to any single
underlying “true” VSL.

The distribution of VSLsto be “averaged” in ameta-analysisis an artifact of the
range of contexts (types of risks and affected populations) analyzed in the list of studies
contributing to the meta-analysis. If this distribution of contexts does not correspond to
the context pertinent to the environmental policy in question, then the “ meta-analysis
VSL” may have little to do with people’ s willingness to pay the costs of this policy.

D.5. WTP and Incomplete I nfor mation

It is important to recognize two explanations for why people's empirical decisions
about mortality risk may differ from conventiona theory: (1.) the individuals may beill-
informed or may make mistakes (e.g., cognitive errors), and (2) the theory may be
oversimplified or wrong. It is likely that most people would like to make decisionsin a
way that optimizes their risk reduction spending (i.e., equal marginal spending per unit
risk reduction) across various domains (e.g., housing, employment choices). However,
they do not do so in practice because of information limitations and well-known errors in
decision making about risk.

Some published research has made an attempt to sort out which of the factors that
lead to differences between perceived risk and simple theory are simply cognitive errors
(e.g., susceptibility to framing effects), and which are attributes of preferences potentially
meriting normative recognition (e.g., distribution of benefits and risks of activity; such as
voluntariness) (see Hammitt, 2000Db).

In general, economists are inclined to defer to “consumer sovereignty” in
measuring the types of tradeoffs people are willing to make. In the event of
misinformation or cognitive problems, however, good policy should probably over-ride
consumer errors where possible and simulate what would have been consumers WTP
under similar conditions, but with complete and accurate information.
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D.6. What todoin the near term

The Agency needs to verify that the distribution of risk reductions over which
each meta-analysis has been estimated, and the context for these reductions, at least
corresponds to the types of risk reductions relevant to the Clean Air Act and its
amendments. The Panel continues to support meta-analyses of willingness to pay for risk
reductions, but discourages the Agency from leaving the impression that it is searching
for asingle one-sze-fits-all VSL. Instead, it should be a maintained hypothesis that
heterogeneity matters. Heterogeneity should be ignored only if it can be shown to be
inconsequential. The benefits from mortality (and morbidity) risk reduction attributed to
aparticular policy should be commensurate with the size and nature of the risk reduction
and with the attributes of the affected populations.

It seems worth speculating that researchers’ habit of talking in terms of
conventional V SLs has much to do with the recent public relations problems concerning
the “senior death discount.” This different VSL for seniors was embodied in the
alternative net benefits calculations associated with some recent analyses by the Agency.
The public backlash to this differential seems to have been attributable almost entirely to
the use of the VSL concept, which led the public to think that the issue at stake is the
“value of asenior.” In redlity, the issue at stake is much closer to “how much money
should seniors be required to pay for small risk reductions.” It is essential to steer the
press and the public towards the legitimacy of individual preferences and the
corresponding demands (consumer sovereignty), rather than sticking with the arbitrary
unit choice that expresses a marginal rate of substitution between risk changes and
income as the “value of life.” Theword “value’ is assumed by norreconomists to be
something intrinsic. Demand for risk reductions is not intrinsic and immutable,
independent of context. It is subjective and individual, and measured differences in this
demand across subpopul ations and risk contexts should be honored wherever they are
verifiable and based on complete informationabout those risks.

If WTP for small risk reductions can be shown to be approximately proportional
to the size of these risk reductions over the relevant domain of the WTP function the
Panel believes it would be less inflammatory to present the marginal rate of substitution
expression in terms of risk changes of a size that are pertinent to policy choices. The
Panel recommends that the Agency consider converting VSL estimates into units with a
less potentially misleading denominator (micromorts, millimorts, picomorts, etc.) and
presenting these estimates in tandem with ordinary VSL estimates, if not in lieu of them
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l. Introduction

At least since Adam Smith’s Wealth of Nations, economists have recognized that workers require
compensation to accept the risk of death or dismemberment on the job. While this wage
premium provides employers with incentives to reduce the risk on the job, the calculus of the
marketplace allows workers and employers to trade the costs of reducing workplace risk against

the benefits associated with the reduction.

This calculus, when applied to large numbers of workers, allows a researcher to calculate
the value of a statistical life, or the wage reduction associated with reducing the expected number
of deaths by one worker. As this value represents the amount of wages that workers are willing
to forgo to reduce risk, the value of a statistical life appears to be a useful tool for evaluating
individuals’ willingness to pay for reductions in risk in other areas. Indeed, it is a measure of the
price of risk. The Environmental Protection Agency (EPA) often considers regulations that both
impose costs on industry and reduce the deaths from environmental contamination. While the
costs may often be calculated with a great deal of accuracy, the problem for policymakers is to
value the corresponding benefits. The price of risk appears to be a useful tool for such
evaluations.

When basing policy on estimates of the price of risk, the precision and accuracy of the
estimates become of utmost importance. Yet, Viscusi (1993), in his review of labor market
studies of the value of life, reports that the majority of the estimates are in the $3 to $7 million
range [in December 1990 dollars, p. 1930], and this range excludes studies that Viscusi felt were
flawed. While this represents over a 133 percent variation, Viscusi correctly notes that much of
the variation should be expected, as the studies used different methodologies and different
samples. Workers may differ in their attitudes toward risk, and the mixes of workers in these

various studies differ substantially. His review, however, leaves unanswered how much of this
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variation results from differences in the sample of workers, measures of job risk, and the
specification of the estimating equation.

In this report, we use three data sets to estimate the price of risk: the Outgoing Rotation
Groups of the Current Population Survey, the March Annual Demographic Supplement of the
Current Population Survey, and the National Longitudinal Survey of Youth (1979). Labor
economists frequently use these three data sets to estimate wage equations. We match these
data to two sources of job risk data: the Bureau of Labor Statistics estimates from their Survey of
Working Conditions and the National Institute of Occupational Safety and Health estimates from
their National Traumatic Occupational Fatality survey. We then use these data to estimate the
price of risk. Among our major findings are:

e First, and foremost, the estimates are quite unstable. Small changes in the
specification of covariates or the risk measured used result in large variations in
the estimated price of risk. Many of the estimates indicate that the price of risk
is negative, which is contrary to the theoretical framework used;

e The instability of the estimates does not appear to be the result of the
misspecification of the functional form of the regression function. More
flexible functional forms of the regression function provide similar estimates to
similarly specified OLS equations, and the more flexible functional forms also
produced unstable estimates when changing the covariates or risk measures. In
our view, therefore, the instability is not the result of equation misspecification;

e We find overwhelming evidence that the job risk measures contain much
measurement error. Moreover, the measurement error is nonclassical, as it is
correlated with covariates that are usually put into earnings of wage equations.
Estimates that do not account for such measurement error may be highly

attenuated, which would cause an understatement of the value of risk reduction.
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There may, of course, be other biases that offset the attenuation that usually
occurs with severe measurement error;

e We find some evidence that job risk is correlated with characteristics not
commonly available in labor economic data sets. Using data from the NLSY,
we find that job risk varies inversely with Armed Forces Qualification Test
scores and varies positively with illegal drug use. This suggests that job risk
may be correlated with regression error, rendering OLS estimates inconsistent.

Collectively, these findings lead us to have severe doubts about the usefulness of existing
estimates to guide public policy. These estimates are so highly sensitive to the risk measure used
and the specification of the wage equation that the selection of any particular value of the price
of risk seems arbitrary.

The rest of this report is structured as follows. The next section contains all of the
estimates. The first subsection presents the basic estimation results, while the second subsection
examines the sensitivity of estimates to assumptions about functional form. The third subsection
examines the extent and impact of measurement error; the fourth subsection looks at possible
correlations between the job risk measures and the regression error. In the final section, we offer

some brief concluding comments.

Il. Estimating the Price of Risk

A. Baseline Estimates
The basic notion of hedonic models of risk is to ask the question: “All else the same, how much

must I compensate a worker to accept an increase to the risk in the worker’s job?” The model is
conceptually very simple. Consider a worker who faces a risk of death on-the-job, denoted 7',
and is paid a wage w. Given a von Neumann-Morgenstern expected utility function, we may

characterize the expected utility function of the worker as:



EU)=(1-r\U(w|X)+r' D
where D is the disutility of death, U(w| X), is the utility of earning a wage w, and Xis a

vector of all other factors that affect the worker’s utility. Von Neumann-Morgenstern are unique
up to an affine transformation so that we may add or subtract a constant of —D." This allows us

to rewrite the above equation as:
EWU)=(1-r)u(w| X) ,
where u(w| X)=U(w| X)-D.
If we hold constant the expected level of utility, we may ask “How much must we

compensate the worker in order for the worker to accept an increase in job risk?” The answer to

that question in differential form is simply:

dE@w) = 0=—u(w| x)+ 241 X) 0w
ow Or
or
e =p(w,X)>0.

or  ou(wl X%
W

In general, the slope of the wage-risk locus depends on the base level of utility, the vector of
covariates X , and the level of wages. In general, theory offers no guidance as how to specify the

@(w, X) function. A particularly convenient form is ¢(w, X)=y w so that we have:

Vo

w

This form is particularly convenient because it arises from the well known Mincerian equation

In(w)=XB+ry+e,

' The variable y is an affine transformation of x if y=a+b x, where b > 0 which is required to maintain the
preference ordering.
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While this is the starting point for virtually all hedonic labor market studies, it is worth noting

that it is based on a very strong assumption that ¢(w, X)=yw.

Thus, the starting point for our analysis is a wage equation of the form:
In(w,)=X.p+ry+e, (1)
where In(w,) is the natural logarithm of the ith worker’s wage, 7 is the measure of risk
(potentially a vector), X, is a vector covariate, (S, )are coefficients to be estimated, and ¢,is

the error term of the regression. We assume that Cov( X,,&,)=0 and Cov(r, & )=0 (so that

the risk measures and other covariates are exogenous). This form of the wage equation is what
Viscusi (1993) calls the “basic approach in the literature” and admits a natural interpretation for

y as the price of risk.

We begin our analysis by estimating equation (1) with Ordinary Least Squares (OLS).
We report estimates with three different samples of workers: the Annual Demographic Survey
(or March) Current Population Survey (March CPS), the Outgoing Rotation Groups of the
Current Population Survey (ORG CPS), and the 1979 panel of the National Longitudinal Survey
of Youths. The March CPS and the ORG CPS are nationally representative samples of workers,
while the NLSY is a rich panel data set of individuals aged 14 to 21 in 1979. We describe the
data sets in more detail in the Appendix B.

There are two major sources of government-reported job risk: the Bureau of Labor
Statistics (BLS) estimates from their Survey of Working Conditions and the National Institute of
Occupational Safety and Health (NIOSH) estimates from their National Traumatic Occupational
Fatality survey. The NIOSH data provide one-digit occupation or industry mortality rates by
state. While the BLS data contain counts of deaths by three-digit occupation or industry codes,
they do not provide any regional variation. The risk measures have their own distinct costs and

benefits. The BLS data, available from 1995 to 2000, contain very detailed measures of the
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annual number of deaths, but the data suppression procedure requires at least 5 deaths in a cell
before the number of deaths is reported.” Thus, there are a substantial number of missing values
for these data. The use of annual data may be subject to a great deal of sampling error associated
with the annual fluctuation in the number of deaths. Moreover, these data only provide the
counts of the number of deaths in each industry or occupation. To make these a rate, it is
necessary for researchers to estimate the number of workers in an industry or occupation. To
estimate these numbers, we use both the March CPS data and the ORG CPS data, but
undoubtedly this estimation generates measurement error in our risk measures. Finally, the BLS
data assume that job risk is a constant across the country, which clearly is not the case.

The NIOSH data provide fatality rates by one-digit industry or occupation codes by state.
It reports 5-year averages from 1981 to 1985, 1986 to 1990, and from 1991 to 1995. Thus, it does
not require the researcher to estimate the number of workers in an industry or occupation cell,
allows the job risks measure to vary by state, and smoothes much of the sampling variation by
using the 5-year average. The use of the 5-year average and the coarser one-digit industry or
occupation codes by state reduces, but does not eliminate, the problem of missing values because
of data suppression. On the other hand, these data treat police officers and dental assistants as
having the same job risk as both are in the one-digit “service worker” occupation. The use of 5-
year averages, while smoothing the sampling variation, may miss important time series variation.

Combining the two data sources, we estimate our models for the ORG CPS and March
CPS using the BLS data for the years 1995 to 2000.> For the NIOSH data, we use the ORG CPS
and March CPS for the years 1985 to 1995 and the NLSY data for the years 1986 to 1993. For
both the BLS data and the NIOSH data, we estimate separate equations for each sex and use both

the occupation and industry risk measure. We limit the sample to workers who are aged 25 to

* The BLS suppresses reports with fewer than five deaths.
? We choose not to estimate the NLSY data with the BLS data because of the relatively small sample sizes of the
NLSY and the irregular sampling of the NLSY in the late 1990s.
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60 inclusive. Because theory provides little guidance as to the exact specification of the X, we
provide several different specification of the vector. For the CPS data sets, our basic
specification includes a quartic in the worker’s age, a vector of dummy variables that control for
education level, union status, marital status, and a vector of variables of controls for the worker’s
race and ethnicity. We also add additional controls for the worker’s firm size, which is not
consistently available for the ORG CPS data so it is not used for this data set. In subsequent
specifications, we include controls for state of residence, and then one-digit industry and
occupation. For the NLSY, the basic specification also includes experience, tenure, and
worker’s Armed Forces Qualification Test (AFQT) scores.

While all of these covariates have been used in countless wage equations, our use of the
state and one-digit industry and occupation variables warrants some discussion. Unfortunately,
for the BLS data our measures of job risk are ultimately assigned by the worker’s three-digit
industry or occupation. There is a long history in labor economics of adding industry and
occupation variables as covariates in wage equations. Indeed, in the 1980s and early 1990s there
was a very visible strand of literature (e.g., Krueger and Summers 1988) that examined whether
the payment of above equilibrium wages could be detected from these controls. This literature
has documented very large earnings differentials across industries and occupations that were not
explained by the type of covariates we include in our analysis. While a portion of these wage
differentials may reflect differences in job risk, undoubtedly a substantial portion of these wage
differentials reflect other unobserved features of jobs. Using industry and occupation covariates,
therefore, sweeps out a good deal of unobserved heterogeneity. The costs of such controls,
however, are that they remove much of the variation in our job risk measures. Of course, a
similar problem arises in our use of the NIOSH data when we include both state and one-digit
industry and occupation variables. In our view, the inclusions of such controls is crucial to

control for such unobserved heterogeneity.
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While we use both industry-based and occupation-based risk measures, we would be
remiss if we did not comment on the relative merits of the two risk measures. At first glance, the
use of the industry measure seems inappropriate. After all, this measure assigns the same job
risk to a secretary in the coal mining industry as to the coal miner, clearly overstating the
secretary’s level of job risk and understating the coal miner’s job risk. In contrast, the use of
occupational risk would combine the job risk of a secretary in the coal mining industry with a
secretary in the insurance industry, presumably a pair with a much more homogeneous job risk.
Yet, this line of argument is deceiving. Mellow and Sider (1983) document that industry is
measured more accurately than occupation, a point to which we return below.

Finally, for Table 1, we report four specifications. The first specification contains a set of
basic controls that are found in most wage equations. While we try to make the various data sets
have similar specifications, these basic controls differ across data sets because of difference in
the covariates that are available (e.g., the ORG CPS data do not consistently contain a firm size
measure and the NLSY data contain the AFQT score of recipients). The second specification
contains a vector of dummy variables that control for the worker’s state of residence. This
allows us to control for some differences in the cost of living, state taxes, worker’s compensation
programs, and other state programs that may confound the estimates. In the third specification,
we add either industry or occupation controls depending on whether we are using the industry or
occupation risk measure. When using the industry risk measure, we add one-digit occupation
controls, and when using the occupation risk measure, we add one-digit industry controls. (We
seek to identify the source of parameter instability with this specification.) The last specification
contains both industry and occupation controls.

With this rather long introduction, in Panels 1 through 10 of Table 1A, we present our
estimates of equation (1) for men; t-statistics are reported in parentheses. Panel 1 presents the

estimates using the March CPS matched to the NIOSH industry risk measure. Each of the
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estimates provides a positive estimate of the impact of job risk on wages, although the estimates
are highly variable. The inclusion of state of residence controls more than doubles the estimated
price of risk, the inclusion of the one-digit occupation controls reduces the estimate by more than
40 percent, and the inclusion of the industry controls reduces the coefficient by more than 60
percent.

We may use the estimates to construct a value of a statistical life, although we report the
values only when they are positive as the theory predicts. Assume that a worker has wage and
salary earnings of $35,000, about the mean in 1994 for men ($34,137). We may take the
estimates in Panel 1 of Table 1A, divide them by 100,000 (to normalize them back to deaths per

100,000 workers so that we obtain an estimate of the price of risk, y ), and then calculate value of

a statistical life using the formula $35,000x(e” —1)x100,000 where y again is the estimated

price of risk. In Panel 1, the estimated value of a statistical life varies from about $3.7 million to
$16.4 million. Half of the estimated values of a statistical life are within Viscusi’s range , which
is $3.3 to $7.8 million when inflation adjusted to 1994, but the estimates vary by over 440
percent.

The range of estimates from Panel 1, of course, gives us pause about the quality of the
estimates. Unfortunately, there is strong reason to suspect that these estimates may be capturing
variations in working conditions other than simple job safety. Literally hundreds of wage studies
have used industry dummies as covariates in earnings or wage equations. While these dummies
undoubtedly capture variation in job risk, they also capture variation in other working conditions
that are not measured in most commonly used data sets. To the extent that other working
conditions covary with job risk, the estimates in Panel 1 are biased. We interpret the instability

of the parameter estimates in Panel 1 as evidence of the measure of job risk being correlated with

the regression error, or cov(r, ,&,|X)#0. From a theoretical perspective, this is hardly
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surprising. Wealthier workers tend to buy safer jobs. One suspects that they also purchase
cleaner jobs, with better hours and nicer offices. Given that we observe only a modest fraction
of the characteristics that affect the worker’s productivity and only one measure of job-related
amenities (job risk), it is hardly surprisingly that we have biased estimates.

Determining the nature of the bias, however, is more difficult. To see why, suppose that

the true model of wage determination is:

In(w)=Xp+ry+Zb+e, (1"
where Z, is a vector of job disamenities and >0 by assumption. Because wealthier workers
prefer jobs with fewer disamenities, or job amenities are a normal good, we expect that
cov(r,,£)<0 and cov(Z,&)<0so that more productive workers have jobs with fewer
disamenities. If we mistakenly estimate equation (1) rather than equation (1'), it is
straightforward to show that:

cors yvar(r | X)) +cov(r ,Z, | X,)b+cov(r, & | X,)
7o = * -
var(r; | X;)

As we expect that job disamenities covary positively (cov(r, ,Z, | X,)>0) and as b>0, the
second term in the numerator causes us to overestimate the price of risk, but as
cov(r, ,& | X,) <0, the third term in the numerator tends to causes us to underestimate the price
of risk. Which bias dominates is, of course, not known. Obviously, the inclusion of one-digit
industry and occupation controls imperfectly controls for some of the missing unobservables.

In Panel 2 of Table 1A, we repeat the exercise for the NIOSH occupation measure of job
risk. Contrary to the prediction of the theory, three of the four estimates are negative and
significant! Again, the magnitudes of the estimates are quite unstable, again suggesting that job

risk covaries with the unobservables (&) in the wage equation. This is quite a disconcerting

result. The NIOSH occupation job-risk measure is constructed from the same data sources as the
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NIOSH industry job-risk measure. Moreover, one expects that the occupation measure of job
risk might be a more accurate measure of job risk than industry-based measures.

In Panels 3 and 4, we estimate equation (1) using the BLS measures of job risk and the
March CPS from 1995 to 2000. While the BLS job risk measure uses a much more
disaggregated measure of industry or occupation (3-digit as opposed to one-digit) to assign job
risk, the BLS measure ignores spatial variation in job risks. The BLS estimates are also based on
annual fatalities, which tend to be volatile, especially for relatively small industries or
occupations. The BLS-based estimates are quite unstable. For instance, using the industry-based
measures, the estimates range from -188 to 239, and the estimates are quite precisely estimated.

Economists have long been concerned about biases in estimates of the return to schooling
that results from the sorting of higher ability workers into higher levels of schooling. This
“ability bias” could cause economists to severely over-estimate the returns to schooling; see Card

(1998, 2001) for excellent reviews. We worried that our estimates suffered from similar ability

bias. If low-ability workers were being sorted into dangerous jobs (so that cov(r., ¢, | X,)<0),

our estimates would be biased downward. In an attempt to assess how severe such a problem
might be, we took a page from the returns-to-schooling literature and found a data set that
contains test scores for respondents. While test scores tend to be an imperfect measure of ability,
our hope was that the use of test scores as a covariate might remove much of the ability bias.
Toward that end, we used the National Longitudinal Survey of Youth 1979 data.
Because respondents took the Armed Forces Qualification Test (AFQT), we have measures of
the respondents’ aptitude. The AFQT is a set of 10 tests. We first demeaned test scores,
conditioning on the age of the respondents at the time they took the test. We then took the first
two principal components of the demeaned test scores as our measures of aptitude and added the
test score measures to our set of basic controls. In Panels 5 and 6, we estimate equation (1) with

our NLSY sample using data from 1986 to 1993 and the NIOSH job risk measures. To our
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disappointment, the results are reasonably similar to the results from the corresponding two
panels of Table 1A. While there are some modest differences, it is important to note that others
have found variation arising from the use of different survey instruments and respondents in
different locations. Moreover, the estimates using the NIOSH occupation-based job risk
measures remain negative and significant. The three positive estimated values of a statistical life
are outside of Viscusi’s range of $3.3 to $7.8 million, and two are over $20 million.

Finally, for men we also estimate equation (1) using the Outgoing Rotation Group (ORG)
data from the CPS and both the NIOSH and BLS job risk measures. Unfortunately, the ORG
data does not contain a consistent measure of firm size, but the data do afford larger samples and
have a measure of wages that is superior to the March data. In particular, the March data
requires the researcher to impute the value of the wage by dividing earnings last year by usual
weekly hours and weeks worked. As a result, the earnings may be from a variety of different
jobs last year, not just in the job measured. Moreover, the March data requires workers to
accurately recall last years earnings, the usual hours of work, and the number of weeks worked
last year. One suspects that each of these questions is subject to considerable measurement error.
In contrast, the ORG ask about the wages on the major job last week, which appears to provide
much better wage estimates. When looking at hourly wage, there are mass points at the
minimum wage, whole dollar amounts, and numbers divisible by five and ten as one might
expect from hourly wages.

The results are reported in Panels 7 through 10 of Table 1A. Unfortunately, the results
are just as disappointing as the results from the other data sets. Of the 16 different estimates,
nine are negative and statistically significant. Of the remaining seven estimates, four are outside
of Viscusi’s range of $3.3 to $7.8 million.

Historically, the value of a statistical life literature has focused on the job risk of men.

While we point out below that there are some sensible reasons for concentrating on men, we did
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not want to ignore the wage hedonic for female workers. In Table 1B, we replicate our estimates
for women. Generally, the qualitative findings are quite similar for men and women. The
estimates of the price of risk for women are quite volatile, just as they are for men. We will not
test our reader’s patience with a complete description of the results in Table 1B, but we will use
estimates from Panel 1 to construct value of life estimates for women, ignoring the negative and
statistically insignificant result in column 5. Using these estimates, the range of estimates in
Panel 1 imply value of life estimates that range from $9.7 to $17.6 million, assuming that we
evaluate the women’s value of life at an earnings of $35,000 as well.* As in the estimates we
have for men, there is an extremely wide variation in the price of risk.

While we have demonstrated the large variations in the estimated coefficients for the job
risk measure, we have not demonstrated how unusual this variability is in the estimation of wage
equations. To illustrate how stable coefficients usually are, in Table 2 we report the estimated
returns to a bachelor’s degree relative to a high school degree using the same specification as
appears in Panel 8 of Tables 1A and 1B. There is a long history in labor economics of estimating
such returns to education; see Card (1998) for an excellent review. It is generally recognized
that when estimating the returns to schooling, one does not want to condition on the worker’s
occupation because a better occupation is a part of the way in which schooling raises earnings,
but to keep our results comparable with Panel 8, we also provide results that condition on
occupation. The estimated coefficients for both men and women are remarkably consistent.
Unless one conditions on occupation, the results never differ by more than 10 percent. Even
when conditioning on occupation, the coefficients fall by less than 40 percent.

Finally, while we have reported a large number of specifications, we wanted to provide

some guidance as to our preferred specification. To us, there is no doubt that the final

* In these data, women earn about 60 percent of what men earn. One could, therefore, reduce these estimates by 40
percent to evaluate the value of life at the mean earnings of women.
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specification that contains the basic controls, the controls for state of residence, and the industry

and occupation controls is superior to the other specifications. For reasons that we explained

above, we think the ORG CPS data provide a better wage measure than the March CPS data.

Similarly, while we think the richness of the NLSY data is valuable, the limited sample sizes and

the limited age range, we again favor the ORG data. Finally, while the BLS data’s three-digit

disaggregation is very appealing, the use of a single national number looses much variation that

is extremely useful for identification so we favor the use of the NIOSH data, although we remain

agnostic as to whether one should use the occupation or industry risk measure.

In summary, the evidence from the estimates presented in Table 1 lead us to draw five

conclusions:

First, and foremost, estimation of equation (1) produces quite unstable estimates
of the price of risk. Small changes in the specification of covariates result in
large variations in the estimated price of risk;

Second, estimates from the men’s and women’s sample appear to provide
reasonably similar estimates of the price of risk. As a result, we will
concentrate our discussion on the results for men, but we will continue to
present the results for women so that the interested reader may compare
differences in estimates between the sexes;

Third, many of our estimates are within generally accepted bounds for estimates
of the value of life. For instance, for men 6 of our estimates are within
Viscusi’s range of $3.3 to $7.8 million. Other estimates are quite similar to
other reports in the literature. For instance, our estimate using the NIOSH
occupation risk data with the March CPS data with controls for both industry
and occupation ($0.6 million) is virtually the same as Kniesner and Leeth’s

(1991) estimate of $0.7 million using CPS data and the industry NIOSH data;



15

e Fourth, both industry and occupation controls substantially affect the estimated
coefficients, even when using the “opposite” measure of risk. Henceforth, we
report only the specifications that have both industry and occupations;

o Fifth, despite the more disaggregated industry and occupation categories that
the BLS uses in the construction of their job risk measures, we find no evidence
that the BLS data are superior to the NIOSH data. As a result, we will focus our
discussion on the NIOSH data because these data afford us a longer time
horizon. Again, we will continue to report estimates using the BLS data so that
the interested reader may compare the NIOSH-based estimates to the BLS-
based estimates.

Thus, we now attempt to find reasons for the instability of these estimates.
Generally, we think there are three reasons to explain the instability of the estimates

found in Table 1. First, we may be suffering from a bias resulting from the correlation of the job
risk measure and the regression error, or cov(r, ,& | X,)#0. This would result in standard

endogeneity bias. Second, our functional form in equation (1) could be incorrect. The results of
Heckman et al. (1998) and Heckman, Ichimura, and Todd (1997, 1998) can be interpreted as
finding that the misspecification of the functional form of the conditional mean functions
accounted for a great deal of the heterogeneity in estimates of the impact of job training
programs. Third, because the measures of job risk are imperfect, the resulting measurement

error might result in significant biases.
The concern regarding cov(r; ,&, | X,) #0 proves to be a difficult nut to crack. Unlike
most recent advances in applied microeconomics, our estimates of the price of risk have focused

on the equilibrium relationship between risk and wages. Many of the recent advances in applied

microeconomics have focused on finding “natural experiments” that induce exogenous variation
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in the variable of interest (job risk in our case) and examine how agents react to that random
variation. For instance, Angrist (1990) uses the draft lottery during the Vietnam Era to access
the impact of military service on earnings. Because of exogenous variation in military service
that the draft lottery induces, Angrist is able to obtain a consistent estimate of the impact of
military service on earnings. Similarly, Angrist and Evans (1998) document that variation in the
gender composition of a woman’s first two children affects the likelihood that the woman will
have additional children, with women whose first two children are the same gender being more
likely to have an additional child. Because the gender composition of a woman’s offspring is
uncorrelated with her productivity in the labor market, Angrist and Evans are able to obtain
estimates of the impact of children on labor supply. See Angrist and Krueger (1999) for an
excellent discussion of the recent advances in applied microeconomics.

Unfortunately, such truly exogenous variation appears very difficult to obtain in labor
market studies of the price of risk. One might hope that government policies may be used for
such variation. For instance, Evans, Farrelly, and Montgomery (1999) use the imposition of
workplace bans on smoking, which implicitly increase the cost of smoking, to examine the
impact of such mandates on smoking. Government safety regulations might appear to provide
similar types of natural experiments. However, while the Occupational Safety and Health
Administration (OSHA) has implemented several policies to reduce workplace risk, Viscusi
(1981) notes that in the first six years of OSHA’s existence workplace accident rates declined
less than 16 percent, and most of this decline was the result of the changing industry structure.
Indeed, Kniesner and Leeth’s (1995) review of the literature suggests that OHSA has had no
measurable impact on worker safety. Thus, it appears unlikely that government safety
regulations will provide sufficient variation to measurably affect the price of risk.

Similarly, one might hope that technological advances would provide natural

experiments. Indeed, there are technological advances that have had large impacts on workplace
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safety (e.g., the introduction of long-wall coal mining), but these technological advances also
affect the demand for labor and the skill mix of labor in the industry or occupation. This makes
it extremely difficult to distinguish the impact of demand changes on wages from the impact of
reduction in risk on wages. Hence, technological advances do not appear to be legitimate natural
experiments. In the near future, we intend to explore an idea that Bill Evans suggested to us: the
use of regional variation in the improvement of auto travel safety resulting from the introduction
of air bags and improved enforcement of drunk driving laws. Unfortunately, results from this
project are months away and so we must rely on our use of equilibrium variation in job risk. We
can, however, address the issues of the proper functional form and the role of measurement error.

In the next two subsections, we address these two issues in some detail.
B. The Role of Functional Form and Support
Again, consider the standard hedonic wage equation:
ln(Wi):XnB""’}*V"'gi- (1)
The equation makes three strong assumptions that may do violence to the data. First, it assumes

that the researcher knows the appropriate vector of covariates (X, ). Second, it assumes the

coefficients ( [,y )are constants, rather than functions or random vectors. Thus, the impact of

risk on log wages is the same for a 45-year-old black male accountant as for a 27-year-old white
male high school graduate working in the oil fields of Texas. Third, it assumes a log-linear
relationship between the wage and the covariates. As Angrist and Krueger (1999) emphasize,
the use of OLS estimation may provide very misleading estimates if these assumptions are
incorrect.

For the ORG CPS and March CPS data, our sample size is sufficiently large and our

covariates X, are of sufficiently low dimension that we may employ the cell-matching or

frequency estimator. We may for the .t/ cell consider the estimation of the equation:
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In(wy)=a; + ’?*7 + & (2)

where w, is the ith worker’s wage, «, 1s a constant to be estimated, and ¢, 1s the regression

error. For the NLSY, the data are a bit sparser so we recoded the test scores variables into

deciles, transformed the experience and tenure variables, originally measured in months of work,
into years, and combined some of the post-high school variables.

The estimation of equation (2) allows for a complete set of interactions for every variable

included in X, and imposes no linearity restriction. Hence, we can interpret equation (2) as
being estimates of :

In(w,)=g(X,)+r'y+¢,. 2)
In this model, the function g(' X, )is a nuisance parameter. We continue to make the assumption
that the job risk parameter, 7, , enters the equation linearly and that it remains additively
separable, in the logarithmic form, from the other covariates, X,. Finally, if equation (1)
represents the true form of the model, the estimation of equation (2) will provide consistent
estimates of the price of risk, y.

In Panels 1 through 8 of Table 3A, we report the results of the estimation of equation (2)
for men and in Panels 1 through 8 of Table 3B we report the results for women as well. Taken as
a whole, the volatility of the results in Table 3 are remarkably consistent with corresponding
volatility of the results in Table 1. The estimates continue to be highly volatile when changing
the specification of the vector of covariates, X,. There is perhaps some evidence that the
estimates are somewhat larger when using the flexible functional form. In our view, this
suggests that instability of the estimates is not a result of the log-linear specification of the vector

of covariates, X, .



19

Of course, even this specification assumes that the relationship between the logarithm of
wages and job risk is linear. Viscusi (1981) reports substantial variation in estimates of the value
of life by quartiles of the distribution of job risk. For instance, the implied value of life for
workers in the first quartile of fatality risk is $5 million while the implied value for workers in
the fourth quartile is only $2.8 million.

To examine whether there are substantial nonlinearities in the wage-risk locus, we next
divide jobs into risk deciles and then estimate the equation:

In(w,) = X.B+r,7+¢, (3)
where 7, is the risk decile of the ith worker and y is now a vector of coefficients to be estimated.

The use of these discrete cells allows us to trace out any nonlinearity. In Panels 1 through 10 of
Table 4A, we report the results of the estimation of equation (3) for men and in Panel 1 through
10 of Table 4B for women.

The results show a highly nonlinear relationship between the wages and risk levels. For
instance, focusing on the last column of Panel 8 of Table 4A, initially there is an increase in
wages as risk levels with the coefficient on the second to the fourth deciles remaining positive.
The estimated coefficient then remain approximately zero as job risk increases. Nor are these
results unusual. A quick review of all the panels in Tables 3A and 3B shows a consistent lack of
a monotonic relationship between job risk and wages. Of course, interpreting this
nonmonotonicity is difficult. It may be the result of the misspecification of equation (1); perhaps

significant interactions between the job risk measures and the covariates, X, have not been
modeled. Alternatively, this nonmonotonicity may be indicative of a covariance between the job
risk measures and the regression error, or cov(r; &, | X,)#0.

If the nonmonotonicity is the result of the exclusion of relevant interaction terms, we may

rely on nonparametric regressions to produce estimates of the relationship between job risk and
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wages without making any functional form assumptions. Exploiting recent advances in applied
microeconometrics, we next estimate the wage-risk locus nonparametrically. We use the
propensity score matching estimator of Rosenbaum and Rubin (1983); see Heckman, Ichimura,
and Todd (1997, 1998) and Smith and Todd (2000) for a discussion of propensity score estimates
and examples of their use. Until recently, propensity score matching has been limited to cases in
which the variable of interest was binary. For case job risk, this would require the division of
jobs into risky and safe classifications, a much too restrictive formulation in our view.
Fortunately, Imbens (1999) and Lechner (2000) have shown that propensity score matching
extends to finite numbers of alternatives.

We divide jobs into K risk categories (for quintiles, K =5). Let the wage of the ith

)

worker in the jzh risk category, Y, be given by:

Y, =g,(X)+¢; j=12,.K 4)
where X, is a vector of characteristics that determines earnings and &, is again the error term.
The function g;(-) is an unknown function that determines wages. We may define the price of
risk:

pijk(Xi)zyij_Yik’ &)
which is the cost per hour of moving the worker from the jt4 risk class to the kth risk class.

The fundamental problem is that we observe either ¥, or ¥, but never observe both. We

estimate the “missing” wage using nonparametric methods, a nearest neighbor estimator. After

estimating the missing wages, the price of risk is:
f?[jk(X[):Y{j_Yik (6)
where fik is the estimated missing wage. Given these individual prices of risk, the average price

of risk for moving from the jzh to the kth risk category may be calculated as
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Zﬁjk(X)

R U

J
The nonparametric estimation of the price of risk avoids making any assumptions about the

functional form of the g (-) and allows the price of risk to vary across individuals. Thus,

moving from the first to the second decile of risk may have a different price than moving from
fourth to the fifth decile.

As Heckman et al. (1998) emphasize, there is an added benefit to nonparametric
estimation: it forces researchers to confront the “support problem,” which is most easily seen
when considering the cell-matching estimator but similarly exists for the propensity score
estimator. For instance, suppose researchers wish to know the price of moving a 55-year-old
white male with a bachelor’s degree from the first decile of risk to the tenth decile of risk. The
researchers may well find there are no 55-year-old white males with a bachelor’s degree in the
tenth decile of risk. The data simply will not allow researchers to calculate that price of risk
because nonparametric estimation relies on matching workers across the various categories of
risk. Of course, with parametric regression such as those in equation (1), we can extrapolate
outside the range of the data. Extrapolation outside the range of the data, however, is simply
identification by functional form assumption.

While “propensity score” matching may appear quite abstract, the intuition behind the
estimator is really quite simple. We wish to compare someone in a “risky job” with someone in
a “safe job,” but clearly we want to make sure the individuals are comparable. One could try to
match workers exactly on the X vector, but for many workers there may not be anyone with an
exact match. The basic idea of nonparametric regression is to find someone “similar” without
requiring an exact match. The genius of the Rosenbaum and Rubin’s (1983) result is that, if the

appropriate assumptions hold, we may match workers only on the estimated probability that they
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are in a risky job. This greatly simplifies the matching and can lead to faster rates of
convergence. See Smith (2000) for an excellent non-technical introduction.

In Panels 1 through 10 of Tables SA and 5B, we provide nearest neighbor estimates for
our nonparametric approach. Nearest neighbor estimates simply match people in the jth group

to the person who is “closest” to them in the kth group. Thus, as we are matching on the

0

person’s propensity score, for person iin the jth group we observe their propensity score, s,

. . . 0 . )
find the person in the kth group whose propensity score is the closest to s, and use this person’s

wage as the missing counterfactual. To guarantee that the match is of reasonable quality, we
apply a caliper of 0.01, so if the difference between the treatment group observation and nearest
neighbor from the comparison group exceeds 0.01, the observation is discarded. We match on
the most exhaustive set of covariates for each of the three data sets that we use: the CPS March
Demographic Supplement, the CPS ORG data, and the NLSY. The fifth quantile is the group
with the highest risk jobs and the first quantile is the group (with the lowest risk jobs).

Several features of the estimates are of interest. First and foremost, the estimates vary as
much as the OLS regression estimates vary. Many of the estimates of compensation necessary to
take on added risk are negative. Even when the estimates are positive, the estimates do not
monotonically increase in risk as we move to higher risk quintiles. Looking across data sets, we
see large movements in the estimated comparison group wage. For instance, focusing on the
first column of Table 5A, the wages of the first quantile (the comparison group) vary from
$10.99 to $8.19. This difference shows the differences in who gets placed in the quantile and
who gets matched to an observation in the treatment group (the higher risk group) across the
differing data sets.

Collectively, the results in Tables 3 through 5 provide some evidence that the variability

of the parametric estimates do not appear to be the result of any restrictive assumptions imposed
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by the parametric representation of equation. The problem of the parameter variability,
therefore, would seem to rest elsewhere. Of course, this does not mean that the log-linear form
of the wage equation traditionally used in this literature is correct. Rather, it simply documents
that other problems with the estimation that appear in parametric and nonparametric estimates.
In the next section, we explore the role of measurement error in the estimation of the price of risk
and find evidence that this measurement error may well be the source of at least some of the

volatility.

C. The Role of Measurement Error

The quality of estimates is necessarily limited by the quality of measurement. No matter how
sophisticated the theoretical and econometric models, data of poor quality may still provide
estimates of poor quality. In the next section, we suggest why the data from the BLS and
NIOSH, while providing extremely accurate measures of the aggregate job risk in the United
States, may not provide accurate estimates of the job risk of those workers in our sample.

There are essentially three problems in our measurement of job risk. First, because we
divide workers into industries or occupations—some of which are quite small-we may have
considerable sampling variation within these industry and occupation cells. Both the BLS and
NIOSH data recognize this problem and suppress data when the number of fatalities is too low,
but this inherent sampling variation creates measurement error. Second, within occupations,
there may be a great deal of heterogeneity in the actual job risk and the assignment of that job
risk may be extremely nonrandom. For instance, employers may assign male and older clerks at
convenience stores evening and late night hours when the risk of holdup—and injury during the
robbery—are particularly high and assign female and younger clerks daytime hours. Because we
only measure the aggregate job risk of convenience stores clerks, however, this would result in

our overestimating the job risk of young and female clerks and underestimating the job risk of
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older and male clerks. Finally, because we need to assign workers to an industry or occupation,
the quality of our measurement is limited to the quality of the data on industry and occupation
assignment. The best available evidence (e.g,, Mellow and Sider, 1983) is that industry and

occupation—especially at the three-digit level-are not measured accurately.

1. Documenting the Magnitude of the Measurement Error

If the researcher could measure (X,,r" )perfectly, Ordinary Least Squares (OLS) estimation of
equation (1) would provide consistent and efficient estimates of the parameters( /3,y ), assuming
the functional form of the conditional mean function was properly specified and the
covariates( X,, 7. )are orthogonal to the error term. Unfortunately, there are numerous reasons to
suggest that the measure of job risk (7, ) is mismeasured and perhaps mismeasured badly. First,
government fatality reports are inherently an estimate of job risk: they are realizations of a
random variable. For instance, suppose there are N, workers in the kA industry (or occupation)
category, and each of these workers is subjected to a risk, 7, . Unfortunately for the researcher,
the government’s tally of deaths in the kth category is not exactly equal to the expected number
of deaths, 7, N,. Rather, the government’s tally is equal to the random variable D,. Using the
random variable D,, the researcher constructs an estimate of 7, as 7, =D,/N,. While
E(7, )=r_, it is almost certain that 7, #7, . Thus, let , =r, +1,, where 7, is the measurement
error associated with the variable 7, .

A simple example illustrates the problem. Suppose there are 400,000 workers in a
particular industry or occupation (a relatively large 3-digit industry or occupation, or a large one-
digit industry or occupation at the state level) and every worker faces a 5 in 100,000 chance of an
on-the-job death, a little larger than the national average in 1995, which was 4.3 per 100,000

workers. If we randomly simulate the number of deaths for five years, we obtain 23, 24, 26, 24,
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and 11 deaths for a mean death rate of 5.4 per 100,000, very close to the true mean of 5. The
standard deviation, however, 1.4, or about 30 percent of the true mean. If we consider an
industry or occupation of only 100,000 workers, we get deaths of 3, 3, 9, 8, and 6 for a mean of
5.8, which again is not too far off the true mean of 5. The standard deviation of this sample,
however, is 3.4 which over 60 percent of the true mean.

This argument can be formalized. If we assume that the risk of death in an industry or

occupation, 7, , is the same for all individuals, the number of deaths in an industry or occupation
is distributed binomially, with mean n,7, (where n, is the number of workers in the industry or

occupation) and variance 7, 7, (1—7,). This implies that our estimate of the death rate has a

mean of 7, (so that the estimates are unbiased) and has variance Tk (l—r,% . A commonly
k

used measure of the precision of the estimate is the coefficient of variation, which is simply the

ratio of the standard deviation to the mean. In our case, the coefficient of variation is for the

(1 _ rk*)l/Z

Y2 ()" The smaller 7, the

death rate in an industry or occupation is simply

larger the coefficient of variation, and, of course, the probability of an on-the-job fatality is very
small even for extremely dangerous occupations. Thus, there is intrinsically a lot of sampling
variation when trying to estimate rare events such as on-the-job fatalities.

Past studies have indicated that job risk differs by firm size, region, and worker

characteristics. Thus, when we make the further substitution for the ith worker’s risk (who is in

the kth industry/occupation class) that 7 =r,, we are undoubtedly introducing measurement

1

error. Thus, let:
ro=r 4V, (8)

where v, represents the measurement error associated with using 7, as a proxy for 7, .
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The measurement error undoubtedly attenuates the estimates of the coefficient, y . Indeed

Hausman (2001) terms this the “iron law of econometrics.” From an empirical standpoint the
relevant question is “How severe is attenuation bias that results from the measurement error
v, ?” Fortunately, we have up to four reports on the level of job risk that we may use to
determine the extent of the measurement error.
To see why, consider two measures of job risk:
i =4 TV 9)
B, =1V, (10)
where 7 is the true measure job risk, v i 18 the measurement error associated with the jth
measure of job risk, and 7, is the jth observed measure of job risk. The covariance of the two
measures is simply:
Cov(r,,,1,,) =Var(r, )+ Cov(v,,, 1, )+ Cov(v,,, 1. )+ Cov(v,,,v,,) (11)
and the variances of the two measure are:
Var(r,) =Var(r, )+ 2 Cov(v,,,r. )+ Var(v,) (12)
Var(ry,) =Var(r, )+ 2 Cov(v,,,r. )+ Var(v,,) (13)
which provides us with six unknown parameters and three equations. It also demonstrates why it
is essentially impossible to make much progress on the problem in this form: the system is

underidentified.

Fortunately, we may follow Griliches (1986) and assume that our measurement error is
classical. That is, we may assume Cov(v,,,r. ) = Cov(v,,,r. ) = Cov(v,,,v,.) =0, which reduces
our three-equation system to:

Cov(r;,,r,,) =Var(r,) (14)

Var(r,;) = Va”(”}*) +Var(v,) (15)
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Var(ry,) =Var(r, )+ Var(v,,) . (16)
Of course, with additional covariates, we need to make the additional assumptions that

Cov(v;;,X;)=0 and Cov(v,,,X,)=0 so that the measurement errors are uncorrelated with

i
covariates. Because we have up to four measures of job risk, the classic errors-in-variables
model has empirical content: the covariance of any two measures of risk should have precisely
the same covariance as any other two measures.
At this point, it is useful to present a convenient decomposition for OLS regressions.
Yule (1907) has shown that the estimation of equation (1) with OLS is equivalent to the
following. Estimate:
In(w)=X,b+¢ (17)
and recover the residual from the equation, which we denoteIn(w;)". Then, estimate:
r=X,0+u (18)
and recover the residual from the equation, which we denote »'. We may then estimate the
equation:
In(w,) =r'y+&! (19)
The estimation of equation (19) will yield precisely the same estimate of y as the OLS of y from
equation (1).
Exploiting Yule’s decomposition, our three equations system of covariances would
simply become:
Cov(r,.ry, | X)) =Var(r| | X,) (20)

Var(r, | X,) = Var(rl.* | X)+Var(v,, | X)= Var(r[* | X)+Var(v,) (21)

Var(ry, | X,)=Var(r; | X,)+Var(v,, | X,)=Var(r | X,)+Var(v,,) (22)
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where Var(v,, | X) =Var(v,,)and Var(v,, | X,) =Var(v,,) by the assumptions that Cov(v,,,X,)=0
and Cov(v,;,X,)=0. As Var(r;)>Var(r, | X), the addition of covariates must always reduce
the signal-to-noise ratio or Var(r | X)/(Var(s| | X)+Var(v,))<Var(s))/(Var(s)+ Var(v,)).

Because job risk varies with the observable characteristics, X, conditioning on the observable
characteristics removes the variation in the risk measures that are correlated with X . If the
measurement error is uncorrelated with the measurement error, as in the case of classical

measurement error model, then the inclusion of covariates leaves the variance of the

measurement error unaffected and reduces the variation in actual job risk, 1;.*. Thus, the addition

of covariates increases the attenuation bias associated with the measurement error: the inclusion
of covariates, while necessary to control for the heterogeneity in workers and jobs, removes
information

In Table 6, we present the correlation and Yulized residual correlations for the various
job risk measures. We use data from the 1995 CPS, including both the ORG and March
Supplement. The results are quite depressing. The raw correlation before conditioning on any
covariates is modest at best, ranging from 0.53 to 0.30. As the correlation differs in magnitude,
we have at least some evidence that the measurement error is not classical. When we condition
on the full set of covariates, the correlations range from 0.41 to 0.02! The inclusion of both the
state controls and the industry and occupation controls in particular reduces the correlation
among the various measures. (Notice that in absence of measurement error the correlations
should be 1.)

In Table 7, we produce the full range of Yulized residual covariance, which in turn may
be used to construct any estimate desired. The OLS estimates of the price of risk are simply the
ratio of the risk measure covariance with the wage measure, divided by the variance of the risk

measure. Similarly, we may form any IV estimate desired by dividing the covariance of a risk
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measure and the wage measure by the covariance of the two risk measures. Thus, the ratio of the
variance of the risk measure to its covariance with the other risk measure provides a measure of
the magnitude of the attenuation bias resulting from measurement error in the job risk measures.
The ratios of the variance-to-covariance are large, particularly for the BLS occupation measure,
suggesting that OLS estimates in Table 1 are substantially attenuated. Of course, the negative
measures of job risk are substantially attenuated as well. Moreover, notice that the covariances
of the logarithm of wages and the various job risk measures are quite different and often of the
opposite sign, which forces us to conclude that the measurement error is nonclassical.

A second manner in which we might find evidence of measurement error is to compare
the estimates of fatality rates for subgroups of the population that we derive using our data with
the fatality rates for these subgroups that NIOSH compiles. Because of the aggregation bias that
exists in our data, we may see substantial differences between our estimates and the NIOSH
Census of occupational deaths. Our data assign the mean risk rate to everyone within an
occupation regardless of age, race, and sex, but that may be incorrect. Even if we limit ourselves
to a homogeneous occupation in the same industry, there may be substantial differences in risk,
say, between a police officer in Washington, DC, and one in Larned, Kansas (population, 4,236).
Yet, we suspect that the policeman in Larned is more likely to be white than the officer in
Washington. Similarly, even within the city of Washington, we suspect that younger and male
police officers may be given somewhat more dangerous assignments than more senior and
female officers. Such aggregation bias may add substantially to the measurement error.

The actual situation is much more complicated. Industry and occupation are very poorly
measured, even in carefully collected data sets such as the CPS. For instance, using a CPS
supplement that interviewed both employees and their employers, Mellow and Sider (1983)
document that employer and employee agree on three-digit industry codes only 84.1 percent of

the time. Even for the broader one-digit industry codes, the rate of agreement is only 92.3
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percent. The situation for occupation codes is even worse. Employee and employer agree only
57.6 percent of the time about the three-digit code and only 81.0 percent of the time for one-digit
codes. Thus, there is a substantial degree of measurement error in the industry and occupation
measures. Mellow and Sider document that for the sample in which both firm and worker agree
on the three-digit industry code, the estimated price of risk for non-fatal accidents is 50 percent
higher than for the sample as a whole.

In Table 8, we depict aggregate fatality rates from the NIOSH census for workers by
race, sex, age categories, industry, and occupation. These compilations provide the level of job
risk by each of these categories. We then match our various measures of job risk to the CPS and
attempt to replicate the NIOSH census by aggregating the CPS data over the observed
characteristics. The results indicate a substantial amount of error in our measures of job risk.
The job risk that black Americans face is substantially underestimated in our measure and the job
risk that white Americans face is overestimated. Similarly, we substantially overestimate the job
risk that women face and underestimate significantly the job risk that men face. Generally, our
estimates of the job risk of blacks are understated, although the BLS occupation job risk
overstates the fatality rate for almost every other group. This can result because the job risk
measures are suppressed if an occupation or industry cell has too few deaths to be disclosed.
We overestimate the risk to younger workers and underestimate the risk to older workers.
Finally, there are some large discrepancies across industry and occupation divisions as well.

In Table 9, we exploit the time series of data available from the NIOSH. We compare the
aggregate fatality rate that NIOSH calculates each year to the implied fatality rates when we
match the NIOSH industry and occupation fatalities rates to the ORG CPS. Two features of the
data are very distinctive. First, the matched data always understate the level of job risk. Second,

because the NIOSH data are updated every five years, the matched data are too volatile in the



31

years that the new estimates are released and do not show a sufficient time series variation to
match the aggregate time series trend.

The form of this measurement error is particularly troublesome. We find the
measurement error is correlated with various covariates that are typically included in wage or
earnings equations. Given the state of the measurement error literature, this correlation makes it
impossible to recover unbiased parameter estimates of the price of risk. Moreover, given that we
find convincing evidence that the measurement error is correlated with observable factors that
affect wages (the covariates), we expect that the measurement error is probably correlated with
unobservable factors that affect wages (the regression error). Such complex correlations among
the job risk, the covariates, and the regression error make it impossible to obtain consistent

estimates of the price of risk. We simply need better data.

2. Attempts to Correct or Mitigate the Measurement Error
In this section we explore three different methods to help mitigate the impact of the measurement
error. We pursue these corrections with trepidation. Given the form of the measurement error
that we described in the previous section, the estimates we present in this section are
inconsistent.

We begin by considering a simple means of increasing the signal-to-noise ratio in data

with multiple reports. Consider:

=4 (23)

or the simple average of the four job risk measures. This does not reduce the mean bias of the
measurement error because we continue to use all of the available measures of job risk. Thus, if
we systematically understate the job risk of African Americans in each of our four risk measures,

the average of these risk measures will continue to understate the job risk of African Americans.
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It will in general reduce the variance associated with the measurement error, unless error terms
are perfectly correlated. In Tables 10A and C, we estimate our equation using data from both the
ORG and March data for men, while in Tables 10B and D we repeat the exercise for women.
The estimates are again highly sensitive to the specification of the equation and are often
negative.

In a recent paper, Lubotsky and Wittenberg (2001) considered how to construct an index

from the multiple reports. If we let b, for je{l,2,3,4} be the OLS estimates from entering all

the noise measures of job risk in the same, we simply construct:

bt = 2 cov(r;, In(w)) b (24)
& cov(nIn(w)

where cov(7,In(w))is the covariance between the ithrisk measure and the natural logarithm of

wages. Lubotsky and Wittenberg show that 5" is a lower bound on the price of risk when the

measurement error is uncorrelated with the regression error (cov(v,,&) = 0) and the measurement

error is uncorrelated with the true measure of job risk (cov(r,v,)=0). Importantly, the

Lubotsky and Wittenberg result allows the various measurement errors to be correlated across

Job risk measures, or cov(v;,v,) # 0. While we have used the first job risk measure to normalize

the estimate, this is arbitrary. Lubotsky and Wittenberg term the estimator in equation (24) the
“post hoc” estimator. The post hoc estimator is essentially a weighted average of the individual
coefficients where the weights are determined by the relative strength of the covariance between
the individual risk measure and the dependent variable.

In Table 11A and 11C, we present the “post hoc” estimator for men using 1995 for both
the ORG and March data; Tables 11B and 11D repeats the exercise for women. In each case, the
“post hoc” estimator provides negative estimates of the price of risk. Thus, the “post hoc”

estimator does nothing to correct the fundamental problem with these estimates.
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Finally, we consider the classic solution to a measurement error problem: Instrumental
Variables estimation. As we have multiple reports, we may easily find an instrument if we are

willing to assume, in addition to the assumption of Lubotsky and Wittenberg, thatcov(v;,v,)=0.

In Table 12, we produce our IV estimates of the price of risk using the NIOSH job risk data and
the March and ORG data for men. Our selection of these data is not random. We picked a set of
data where the covariances between the Yulized residual of wage and the Yulized residual of the
job risk measures are positive for both measure of job risk. We use the most extensive set of
controls. The resulting IV estimates are quite variable. The IV estimates range from being the
same magnitude as the OLS estimates to larger by a factor of 10.

Thus, the IV estimates illustrate the potential attenuation that may plague the OLS
estimates. As Black, Berger, and Scott (2000) and Kane, Rouse, and Staiger (1999) emphasize,
however, these estimates may be biased away from zero if there is a negative covariance between
the measurement error and the true value of job risk. Moreover, Shogren and Stamland (2002)
document that the failure to account heterogeneity in the skill to avoid accidents may cause us to
overestimate the price of risk. Thus, while the presence of measurement error that we have
documented and Hausman et al.’s (1991) “iron law of econometrics” suggest that current
estimates of the price of risk are severely attenuated, other biases may cause us to overestimate
the price of risk.

Thus, we conclude with the same caveat that we began with: We believe that the
estimates reported in this section are inconsistent. Thus, one should not use these estimates for
setting policy. It is important, however, to note that existing estimates may suffer from
substantial attenuation bias to the extent that they have not controlled for measurement error in

job risk measures.
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D. The Role of Unobservables

One common concern in the use of observational data is the possibility that unobservable factors
might confound estimates. In the context of equation (1), the concern is that the risk measure
might be correlated with other factors that affect earnings. In this section, we exploit the
richness of the NLSY data to see if such concerns are justified.

Our approach is to use the 1984 survey of the NLSY to examine whether job risk is
correlated with other factors observed in the NLSY data that are not commonly observed in other
data sources. In Table 13, we depict the correlation between job risk and education, illegal drug
use, and AFQT score. Education is, of course, generally observed in most data sets that labor
economists use and it is highly correlated with our measures of drug use. Few data sets,
however, contain information on respondents’ illegal drug use, but one suspects that illegal drug
use may be correlated with unobservables that affect wages. We find that illegal drug users do
take more risk than those who do not (admit) take illegal drugs. Similarly, we find that those
who score higher in the Armed Forces Qualification Test have safer jobs.

Our findings are similar to Hersch and Viscusi (2001). They document that cigarette
smokers assume more job risk than nonsmokers and receive less of a compensating differential
for their injuries. Similarly, we find that individuals willing to undertake the risk associated with
taking illegal drugs or who are less able to score highly on standardized tests also take on higher
job risk. In the case of the AFQT scores, there is little doubt that the correlation between job risk
and the omitted variable biases the estimate of the price of risk in models without standardized
test scores. Numerous models have documented that standardized test scores are highly
correlated with wages. Hence, the failure of the data sets such as the CPS to have these measures
and the correlation we document suggest that job risk is an endogenous variable. While the

interpretation of the correlation between drug use and job risk is a bit more problematic, it
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suggests that there are unobservable characteristics that affect the propensity to take drugs and
assume job risk, which affect wages.

With panel data, there is another approach that may be used to attempt to control for
unobservable factors that might be confounding our estimates of the price of risk. If one is

willing to assume that the form of the wage equation is:
ln(wi[) = X[iﬂ + 7;:7 +al + glt > (25)
we may allow for a correlation between the individual fixed-effect, ¢,, and the measure of job

risk,7, . Thus, we are essentially assuming that any unobservable characteristics that affect both

job risk and wages are time invariant. While this is clearly a restrictive assumption, if it is true
then the use of a fixed-effect model would eliminate the bias from these unobservable factors.

In Tables 14A and 14B, we provide estimates of the price of risk using equation (25) and
data from the NLSY for men and women. Unfortunately, if not surprisingly, the results are
disappointing. For men, the estimates are generally negative and not significant. For women,
the estimates are generally positive (as the theory requires), but the estimates are generally not
statistically significant. Collectively, the fixed-effects estimates do not appear to provide
credible estimates of the price of risk. In our view, this is hardly surprising. It is generally
recognized that fixed-effects models exacerbate the problems of measurement error (see

Griliches 1986), and these data contain a great deal of measurement error.

lll. Conclusion

The existing estimates of the price are largely based on methodologies similar to those we have
used in this study: the application of OLS to log linear wage equations. Several of our estimates
appear to be consistent with that literature. Unfortunately, these estimates are not robust.
Changes in the specification of the equation or changes in the job risk measure can result in very

large changes in the estimated price of risk.
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In our attempts to explain why the estimates are so unstable, we find evidence that the
functional form of the regression equation has little impact on the estimates. Using more flexible
functional forms, we found the estimates were similar to the corresponding log linear regression
traditionally used in the literature. In addition, the more flexible methods also produced highly
unstable estimates when we changed the covariates or altered the risk measure.

We did find, however, compelling evidence that there was a great deal of measurement
error in the various measures of job risk. Because we have multiple measures of job risk, we
may look at the correlation among the various measures of job risk. The correlation is seldom
above 0.5 and the inclusion of richer sets of covariates lowers those correlations. In addition,
there appears to be a systematic bias that is correlated with many of the covariates that labor
economists often include in wage equations. The existing measurement error literature provides
little guidance in how to correct for such nonclassical measurement error. This finding argues
strongly for better efforts in data gathering.

Finally, we find some evidence that the assignment of job risk is correlated with the
regression error. Because many standard data sets such as the CPS contain only modest sets of
covariates, evidence from the NLSY suggests that job risk is correlated with standardized test
scores and illegal drug use, data elements that are not typically available to researchers. Thus, it

seems quite likely that job risk measures may be endogenous in many wage equations.
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V. Appendix

Appendix A
We initially intended to use the Panel Study of Income Dynamics (PSID) as our panel
data for this project. Ultimately, we decided that the National Longitudinal Study of Youth
(NLSY) was a better data set because it contained standardized test scores for respondents. The
initial results with the PSID, however, were quite similar to the results from the two CPS data
sets and the NLSY. In Table Al, we provide estimates for men using specifications similar to
Table 1 of the report. Again, the estimates are very sensitive to specification and are often

negative.



Table Al. Estimated Price of Risk for Male Workers,
1985-1992 PSID Data and NIOSH Risk Data

A. Industrial Risk
Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -200 -273 467
(-3.31) (-4.19) (3.88)
B. Occupation Risk
Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -958 -1152 433
(-17.46) (-19.19) (5.63)

Note: The dependent variable is the natural log of the worker’s real wage. For basic
regression, the independent variables include a quartic in the worker’s age, a vector of
dummy variables that control for the worker’s education, a dummy variable indicating
whether the worker is black/white, a dummy variable indicating whether the workers are
under union contract or not, and marital status. There are 25,971 observations in the
men’s regression. Workers are aged 25 to 60 inclusive. T-statistics are given in
parentheses.

Source: Authors’ calculations.

38
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Appendix B
1. March CPS Data

The Annual Demographic Survey or March Supplement Survey, sponsored jointly by the
U.S Bureau of Labor Statistics and the U.S Census Bureau, is one of the primary sources of
annual income. Using a selected random sample of some 50,000 households from all 50 states
and the District of Columbia, the Annual Demographic Survey gives a detailed analysis of
geographical mobility, education attainment, work experience, annual income and poverty status
of persons 15 years old and over.

In our study we constrained the data to individuals between 25 and 60 years old. The
dependent variable is the log of hourly wages which is based on labor income from non-farm
workers and non-self-employees. We divided the annual labor income by the total number of
weeks times the hours per week worked during the year. We did not used allocated or inputting
information for earnings, hours or weeks. In addition, we did not give any special treatment to
top-coding observations.

We use the standard industrial and occupational classification to build 1-digit occupation
(11 major groups) and 1-digit industry (10 major groups) categories. Based on these major
categories we merge the March CPS data with the NIOSH risk data for each worker in the
sample. In the case of BLS risk data that is given at 3-digit industry and occupational level, we
merge it with the March CPS data using the 3-digit level for both industry and occupational
categories.

The remaining independent variables used in the regressions are:
e Age: We use a quartic in age;

e Race/Ethnicity: 5 dummy variables for white, blacks, Asian, Hispanic and others;
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e Education: 9 dummy variables for the highest completed years of education: less than
junior high school, junior high school, some high school, high school, some college,
college degree, master degree, professional degree, and Ph.D. degree;

e Marital Status: 4 dummy variables for married, single, widowed, divorced; the excluded

e Firm Size: 6 dummy variables for firms with less than 10 workers, 10-25 workers, 26-99
workers, 100-499 workers, 500-1000 workers, and more than 1000 workers,;

e State fixed effects: 51 dummy variables for each state in U.S, including the District of
Columbia. ;

e Industry/Occupation: Dummy variables for 10 industrial categories and 11 occupational
ones;

The mean values and standard deviations for the variables used in the regressions are in the

Appendix tables.

2. NLYS Data

The NLSY is a nationally representative sample of 12,686 young men and women who
were 14-21 years old when they were first surveyed in 1979. These individuals were interviewed
annually through 1994 and are currently being interviewed on a biennial basis.

In our regression model, the panel dataset is extracted from 1986 to 1993, and the
observations are aged from 25 to 60. Then the panel dataset is merged with NIOSH risk data. In
the basic control, the independent variable is the log hourly wage, and the independent variables
include age, union status, experience, tenure status, marital status, education background, firm
size, and test score. The data are constructed as follows:

e Lwage: log of average real wage (adjusted by each year’s price index) on all jobs held

during the year. There are two variables used to construct wages: total income from

wages and salary in the past calendar year and number of hours worked in the past
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calendar year. The wage variable is equal to total wage income divided by total hours
worked;

e Union: indicates whether any job held during the year was covered by a collective
bargaining agreement. The union indicator is equal to one if wages are covered by
collective bargaining on any of the five jobs;

e FExperience: total months the respondent has been employed since age 16;

e Tenure: total months the respondent has worked for the current employer;

e FEducation: highest grade or year of education completed;

e AA (BA) degree: dummy variable indicating the respondent has a 2-year (4-year) college
degree as of each year interview;

e Marital Status: indicates by three dummy variables, which are married with spouse
present, married without spouse present, never married;

o Industry and Occupation: information on industry of primary job (CPS) and all other jobs
are available in every year in the sample. We use the standard industrial and occupational
classification based on the Census data of the corresponding years to build 1-digit
occupation (11 major groups) and 1-digit industry (10 major groups) categories;

o AFQT: AFQT (Armed Forces Qualification Test) is a test used by the military to judge
whether an applicant is suitable for military service. The test was given to NLSY
respondents;

e Firm Size: a dummy variable indicating whether the employees of a firm are greater than

1,000 or not.

3. ORG Data
The Outgoing Rotation Groups are of the Current Population Survey (CPS) which is a

monthly survey of about 50,000 households. Each household entering the CPS is in the survey
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for 4 consecutive months, out for 8, and then returned for another four months before leaving the
sample permanently. Since 1979 only households in months 4 and 8 have been asked their usual
weekly earnings and usual weekly hours. These are the outgoing rotations groups that are put
together into a single Outgoing Rotation Group file. Hence, an individual appears only once in
any file year, but may reappear in the following year.

In our study we constrained the data to individuals between 25 and 60 years old. The
dependent variable is the log of hourly wages which is based on labor income from non-farm
workers and non-self-employees. We divided the weekly labor income by the number of hours
worked per week. We did not consider allocated or inputting information for earnings or hours.
Again, we did not give any special treatment to top-coding observations.

We use the standard industrial and occupational classification to build 1-digit occupation
(11 major groups) and 1-digit industry (10 major groups) categories. Based on these major
categories we merge the ORG data with the NIOSH risk data for each worker in the sample. In
the case of BLS risk data that is given at 3-digit industry and occupational level, we merge it
with the March CPS data using the 3-digit level for both industry and occupational categories.
The rest of independent variables used in the regressions are constructed in a similar manner to
those from the March Supplement. The mean values and standard deviations for the variables

used in the regressions are in the appendix tables.

4. NIOSH Risk Data

NIOSH risk data is constructed by the National Institute for Occupational Safety and
Health (NIOSH), the Federal agency responsible for conducting research and making
recommendations for the prevention of work-related disease and injury. It collects the death
certificates from all 50 states and the District of Columbia in answer to the need for a

comprehensive enumeration of workers who sustain a fatal work-related injury. The fatality
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rates were calculated as deaths per 100,000 workers. Rates were not calculated for categories
with less than three fatalities or less than 20,000 employees.

The NIOSH risk containing both industry and occupation one-digit level job risks, which
varies across state was merged to March CPS, NLSY and ORG data by state and one-digit
industry/occupation categories according to the following scheme: data from 1983-1985 was
merged to NIOSH 1985, data from 1986-1990 was merged to NIOSH 1990, and data 1991-2000

was merged to NIOSH 1995.

5. BLS Risk Data

The BLS Risk data is based on the Census of Fatal Occupational Injuries which has been
conducted in all 50 States and the District of Columbia by the Bureau of Labor Statistics, as part
of the BLS occupational safety and health statistics program. Information about each fatality is
obtained by cross-referencing source documents (death certificates, workers’ compensation
records and reports to federal and state agencies). The Census gives the number of fatalities at 3-
digit Industry and Occupational level for each cell with at least 5 deaths per year.

We build the BLS industry and occupational fatality risk rate as the ratio between the
number of fatalities in each 3-digit industry and occupational category and the weighted number
of workers in each cell. The weighted number of workers in each 3-digit category was extracted
from the March CPS Data and ORG Data. Finally the risk rate was expressed as:

# Fatalities,,
Risk, =———~*100,000
#Wor ker s,

for 1= industry, occupation.

j=3-digit cells.



Appendix B Table 1. Mean Values of 1993 NLSY Data

Variables

Hourly Real Wage

Marital Status:
Never Married

Married Spouse Present

Other

Job Risk
Industry Risk

Occupation Risk
Age
Background

Experience
Union
Tenure

Firm Size
Education
AFQT

Less high school
Some high school
High school
Some college
Associate Degree
Bachelor Degree
Master Degree

PhD Degree

Professional Degree

Race

White

Black

Hispanic

Number of Observations

Male
9.54
(6.39)

0.43
(0.50)
0.44
(0.50)
0.13
(0.34)

4.76

(5.05)
6.50
(7.72)
32
(2.21)

11.30

(5.50)
0.28

(0.45)
7.46

(20.73)
0.61

(0.49)

10.64

(2.66)
0.02

(0.14)
0.09

(0.28)

0.29

(0.45)
0.09

(0.29)
0.16

(0.37)
0.06

(0.23)
0.02

(0.13)
0.02

(0.14)

0.52

(0.50)
0.28

(0.45)
0.20
(0.40)

1,210

Female

7.87
(4.26)

0.44
(0.50)
0.44
(0.50)
0.12
(0.32)

3.07

(3.70)
4.95

(7.70)
32

(2.23)

10.52

(3.15)
0.25

(0.43)
6.37

(18.78)
0.59

(0.49)

9.93

(2.29)
0.01

(0.07)
0.04

(0.20)

0.35

(0.48)
0.13

(0.34)
0.17

(0.37)
0.09

(0.29)
0.01

(0.08)
0.02

(0.15)

0.50

(0.50)
0.31

(0.46)
0.19
(0.39)

1,166
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Appendix B Table 2. Mean Values of 1995 March CPS and 1995 ORG Data

1995 March CPS Data 1995 ORG Data
Variables Male Female Male Female
Hourly real wage 10.42 7.84 10.09 7.80
(8.39) (12.3) (6.05) (5.02)
Age 40.05 40.09 3991 40.11
(9.43) (9.37) (9.36) (9.26)
Marital Status
Married 0.713 0.655 0.710 0.638
(0.45) (0.47) (0.45) (0.48)
Widowed 0.004 0.023 0.004 0.024
(0.06) (0.15) (0.06) (0.15)
Divorced 0.109 0.175 0.108 0.181
(0.31) (0..38) (0.31) (0..38)
Never married 0.172 0.145 0.176 0.155
(0.37) (0.35) (0.38) (0.36)
Education
Less junior high school 0.030 0.018 0.019 0.011
(0.17) (0.13) (0.13) (0.10)
Some high school 0.076 0.062 0.065 0.053
(0.26) (0.24) (0.24) (0.22)
High school 0.322 0.343 0.328 0.338
(0.46) (0.47) (0.46) 0.47)
Some college 0.181 0.198 0.184 0.199
(0.38) (0.39) (0.38) (0.39)
College degree 0.189 0.181 0.196 0.193
(0.39) (0.38) (0.39) (0.39)
Master 0.067 0.064 0.071 0.071
(0.25) (0.24) (0.25) (0.25)
Ph.D. 0.015 0.010 0.016 0.007
(0.12) (0.10) (0.12) (0.08)
Race/Ethnicity
White 0.855 0.833 0.852 0.829
(0.34) (0.37) (0.35) (0.37)
Black 0.076 0.100 0.083 0.112
(0.26) (0.30) 0.27) (0.31)
Asian 0.033 0.034 0.035 0.034
(0.17) (0.18) (0.18) (0.18)
Hispanic 0.128 0.108 0.076 0.061
(0.33) (0.31) (0.26) (0.24)
Firm Size
< 10 workers 0.140 0.139 | e e
(0.34) (0.34)
[10-25] workers 0.092 0.08 | e e
(0.29) (0.27)
[25-99]workers 0.143 0.127 | e e
(0.35) (0.33)
[100-499] workers 0.153 0.158 | e e
(0.36) (0.36)
[500-1000] workers 0.058 0.069 | e e
(0.23) (0.25)
> 1000 workers 0.407 0423 | e e
(0.49) (0.49)
No. of observations 25,681 24,814 65,365 63,063
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Table 1A. Estimated Price of Risk for Male Workers

Panel 1. March CPS and NIOSH Industry Risk: 1985-1995*

Basic Controls yes yes yes yes
State no yes yes yes
Occupation no no yes yes
Industry no no no yes
Risk/100,000 210 467 280 106
(12.83) (26.33) (15.3) (4.78)
Value of Statistical Life 7.4 16.4 9.8 3.7
(in millions of dollars)
*There are 266,534 observations in the regressions.
Panel 2. March CPS and NIOSH Occupation Risk: 1985-1995*
Basic Controls yes yes yes yes
State no yes yes yes
Industry no no yes yes
Occupation no no no yes
Risk/100,000 -262 -188 -90.5 19.47
(-19.28) (-13.01) (-4.56) (1.18)
Value of Statistical Life - - - 0.7
(in millions of dollars)
*There are 266,534 observations in the regressions.
Panel 3. March CPS and BLS Industry Risk: 1995-2000*
Basic Controls yes yes yes yes
State no yes yes yes
Occupation no no yes yes
Industry no no no yes
Risk/100,000 -84.5 7.73 187 -188
(-3.76) (0.35) (7.77) (-6.79)
Value of Statistical Life - 0.3 6.6 -—--
(in millions of dollars)
*There are 102,411 observations in the regressions.
Panel 4. March CPS and BLS Occupation Risk: 1995-2000*
Basic Controls yes yes yes yes
State no yes yes yes
Occupation no no yes yes
Industry no no no yes
Risk/100,000 -12.3 -5.17 -25.2 18.1
(-2.15) (-0.91) (-4.46) (3.24)
Value of Statistical Life - - -—-- 0.6

(in millions of dollars)

*There are 102,411 observations in the regressions.
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Table 1A cont. Estimated Price of Risk for Male Workers

Panel 5. NLSY and NIOSH Industry Risk: 1986-1993*

Basic Controls yes yes yes yes
State no yes yes yes
Occupation no no yes yes
Industry no no no yes
Risk/100,000 281 673 754 -290
(3.28) (6.82) (7.34) (-5.59)
Value of Statistical Life 9.8 23.6 26.5 -
(in millions of dollars)
*There are 20,338 observations in the regressions.
Panel 6. NLSY and NIOSH Occupation Risk: 1986-1993*
Basic Controls yes yes yes yes
State no yes yes yes
Occupation no no yes yes
Industry no no no yes
Risk/100,000 -253 -228 -290 -145
(-5.19) (-4.33) (-5.59) (-2.14)
Value of Statistical Life - -—-- - -
(in millions of dollars)
*There are 20,338 observations in the regressions.
Panel 7. ORG and NIOSH Industry Risk: 1985-1995*
Basic Controls yes yes yes yes
State no yes yes yes
Occupation no no yes yes
Industry no no no yes
Risk/100,000 160 359 464 84.2
(20.39) (42.75) (55.72) (8.01)
Value of Statistical Life 5.6 12.6 16.3 2.9
(in millions of dollars)
*There are 550,119 observations in the regressions.
Panel 8. ORG and NIOSH Occupation Risk: 1985-1995*
Basic Controls yes yes yes yes
State no yes yes yes
Occupation no no yes yes
Industry no no no yes
Risk/100,000 -400 -338 -365 105
(-54.27) (-43.13) (-46.006) (10.58)
Value of Statistical Life - -—-- - 3.7

(in millions of dollars)

*There are 550,119 observations in the regressions.
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Table 1A cont. Estimated Price of Risk for Male Workers

Panel 9. ORG and BLS Industry Risk: 1995-2000*

Basic Controls yes yes yes yes
State no yes yes yes
Occupation no no yes yes
Industry no no no yes
Risk/100,000 -126 -22.7 170 -121
(-9.36) (-3.51) (12.16) (-6.90)
Value of Statistical Life - - 6.0 -

(in millions of dollars)

*There are 242,109 observations in the regressions.

Panel 10. ORG and BLS Occupation Risk: 1995-2000*

Basic Controls yes yes yes yes
State no yes yes yes
Occupation no no yes yes
Industry no no no yes
Risk/100,000 -117 -83.8 -126 35.1
(-16.06) (-10.78) (-17.82) (4.39)
Value of Statistical Life - -—-- - 1.2

in millions of dollars)

*There are 242,109 observations in the regressions.
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Table 1B. Estimated Price of Risk for Female Workers

Panel 1. March CPS and NIOSH Industry Risk: 1985-1995*

Basic Controls yes yes yes yes
State no yes yes yes
Occupation no no yes yes
Industry no no no yes
Risk/100,000 276 501 340 -31.9
(10.77) (18.91) (12.4) (-0.99)
Value of Statistical Life 9.7 17.6 11.9 -
(in millions of dollars)
*There are 250,354 observations in the regressions.
Panel 2. March CPS and NIOSH Occupational Risk: 1985-1995*
Basic Controls yes yes yes yes
State no yes yes yes
Occupation no no yes yes
Industry no no no yes
Risk/100,000 -359 -262 -128 -59.1
(-14.61) (-10.29) (-7.56) (-2.07)
Value of Statistical Life - -—-- - -
(in millions of dollars)
*There are 250,354 observations in the regressions.
Panel 3. March CPS and BLS Industry Risk: 1995-2000*
Basic Controls yes yes yes yes
State no yes yes yes
Occupation no no yes yes
Industry no no no yes
Risk/100,000 33.8 87.0 19.7 -292
(0.87) (2.27) (4.81) (-5.78)
Value of Statistical Life 1.2 3.0 0.7 -
(in millions of dollars)
*There are 102,411 observations in the regressions.
Panel 4. March CPS and BLS Occupation Risk: 1995-2000*
Basic Controls yes yes yes yes
State no yes yes yes
Occupation no no yes yes
Industry no no no yes
Risk/100,000 -5.06 -4.92 -2.60 94.8
(-0.22) (-0.21) (-0.11) (4.10)
Value of Statistical Life - -—-- -—-- 33

(in millions of dollars)

*There are 102,411 observations in the regressions.
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Table 1B cont. Estimated Price of Risk for Female Workers

Panel 5. NLSY and NIOSH Industry Risk: 1986-1993*

Basic Controls yes yes yes yes
State no yes yes yes
Occupation no no yes yes
Industry no no no yes
Risk/100,000 129 716 700 -334
(1.15) (5.67) (5.34) (-1.79)
Value of Statistical Life 4.5 25.1 24.6 -
(in millions of dollars)
*There are 19,272 observations in the regressions.
Panel 6. NLSY and NIOSH Occupation Risk: 1986-1993*
Basic Controls yes yes yes yes
State no yes yes yes
Occupation no no yes yes
Industry no no no yes
Risk/100,000 -547 -290 -250 48.20
(-5.28) (-2.61) (-2.25) (0.25)
Value of Statistical Life - - -—-- 1.7
(in millions of dollars)
*There are 19,272 observations in the regressions.
Panel 7. ORG and NIOSH Industry Risk: 1985-1995*
Basic Controls yes yes yes yes
State no yes yes yes
Occupation no no yes yes
Industry no no no yes
Risk/100,000 293 438 415 -2.63
(25.54) (37.08) (36.67) (-0.19)
Value of Statistical Life 10.3 15.4 14.6 -—--
(in millions of dollars)
*There are 556,532 observations in the regressions.
Panel 8. ORG and NIOSH Occupation Risk: 1985-1995*
Basic Controls yes yes yes yes
State no yes yes yes
Occupation no no yes yes
Industry no no no yes
Risk/100,000 -291 -231 -133 33.6
(-22.71) (-17.41) (-10.17) (2.16)
Value of Statistical Life - - -—-- 1.2

(in millions of dollars)

*There are 556,532 observations in the regressions.
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Table 1B cont. Estimated Price of Risk for Female Workers

Panel 9. ORG and BLS Industry Risk: 1995-2000*

Basic Controls yes yes yes yes
State no yes yes yes
Occupation no no yes yes
Industry no no no yes
Risk/100,000 -55.10 -243 97.6 -—-
(-2.30) (-1.03) (4.14) (-11.01)
Value of Statistical Life - - 34 -

(in millions of dollars)

*There are 246,904 observations in the regressions.

Panel 10. ORG and BLS Occupation Risk: 1995-2000*

Basic Controls yes yes yes yes
State no yes yes yes
Occupation no no yes yes
Industry no no no yes
Risk/100,000 -130 -109 -68.1 56.7
(-5.55) (-4.82)) (-3.18) (2.52)
Value of Statistical Life - -—-- - 2.0

(in millions of dollars)

*There are 246,904 observations in the regressions.

Note: 1. The dependent variable is the natural log of the worker’s real wage. For the basic regression,
the independent variables include a quartic in the worker’s age, a vector of dummy variables that
control for the worker’s education, a vector of dummy variables indicating whether the worker is
Hispanic, Asian, African American, or other race, and a dummy variable indicating whether the worker
is under a union contract or not, and dummy variables for the worker’s marital status. Workers are aged
25 to 60 inclusive. T-statistics are given in parentheses. The pooled data sets (1985-1995, 1995-2000,
1986-1993) are used to estimate the time-specific fixed-effect (within-group estimate).

2. In NLSY data, the independent variables for the basic regression include a quartic in the workers’
age, education level, union, working experience, tenure status, AFQT scores, race/ethnicity categories,
and dummy variables for the worker’s marital status. .

Source: Authors’ calculations
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Table 2. Estimated Returns to a Bachelor’s Degree for ORG Data, 1995

Panel 1. Male workers-ORG 1995*

Basic Controls yes yes yes yes
State no yes yes yes
Industry no no yes yes
Occupation no no no yes
BA Degree 0.397 0.386 0.385 0.240
(relative to high school (62.56 (47.53) (47.63) (27.86)
degree)

*There are 51,659 observations in the regressions.

Panel 2. Female workers-ORG 1995*

Basic Controls yes yes yes yes
State no yes yes yes
Industry no no yes yes
Occupation no no no yes
BA Degree 0.479 0.459 0.444 0.277
(relative to high school (76.68) (57.72) (56.24) (33.68)
degree)

*There are 53,291 observations in the regressions.

Note: The dependent variable is the natural log of the worker’s real wage. For the basic regression, the
independent variables include a quartic in the worker’s age, a vector of dummy variables that control for the
worker’s education, a vector of dummy variables indicating whether the worker is Hispanic, Asian, African
American, or other race, a dummy variable indicating whether the worker is under a union contract or not,
and dummy variables for the worker’s marital status. Workers are aged 25 to 60 inclusive. T-statistics are
given in parentheses.
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Table 3A. Semi-parametric Estimated Price of Risk for Male Workers

Panel 1. March CPS and NIOSH Industry Risk: 1985-1995*

Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 493 212 47.6
(18.84) (12.13) (0.14)
Value of Statistical Life 17.3 7.4 1.7

(in millions of dollars)

*There are 266,535 observations in the regression.

Panel 2. March CPS and NIOSH Occupation Risk: 1985-1995*

Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -235 -276 -377
(-10.44) (-19.03) (-13.94)

Value of Statistical Life — — —
(in millions of dollars)

*There are 250,354 observations in the regression.

Panel 3. March CPS and BLS Industry Risk: 1995-2000*

Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -70.8 -43.8 -218
(-2.88) (-1.08) (-1.14)

Value of Statistical Life — — —
(in millions of dollars)

*There are 112,416 observations in the regression

Panel 4. March CPS and BLS Occupation Risk: 1995-2000*

Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -11.91 -7.13 376
(-1.86) (-0.53) (2.97)
Value of Statistical Life - - 13.2

(in millions of dollars)

*There are 102,411 observations in the regression.
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Table 3A cont. Semi-parametric Estimated Price of Risk for Male Workers

Panel 5. ORG and NIOSH Industry Risk: 1985-1995*

Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 151 323 451
(19.23) (35.65) (7.36)
Value of Statistical Life 53 11.3 15.8

(in millions of dollars)

*There are 546,210 observations in the regressions.

Panel 6. ORG and NIOSH Occupation Risk: 1985-1995*

Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -403 -399 450
(-54.45) (-46.42) (7.31)
Value of Statistical Life - - 15.8

(in millions of dollars)

*There are 546,210 observations in the regressions.

Panel 7. ORG and BLS Industry Risk: 1995-2000*

Basic Controls
State
Industry/Occupation

Risk/100,000

yes yes yes
no yes yes
no no yes
-142 -94.4 -339

(-10.44) (-6.25) (-7.21)

Value of Statistical Life --

(in millions of dollars)

*There are 242,109 observations in the regressions.

Panel 8. ORG and BLS Occupation Risk: 1995-2000*

Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -123 -120 13.60
(-17.20) (-14.44) (0.66)
Value of Statistical Life - - 0.5

(in millions of dollars)

*There are 242,109 observations in the regressions.

Note: There is a fixed-effect in each regression for each combination of the

independent variables.

The basic regression includes age, education level, and

race/ethnicity category. Workers are aged 25 to 60 inclusive. T-statistics are given in

parentheses.

Source: Authors’ calculations.
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Table 3B. Semi-parametric Estimated Price of Risk for Female Workers

Panel 1. March CPS and NIOSH Industry Risk: 1985-1995*

Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 689 291 330
(16.19) (10.57) (0.44)
Value of Statistical Life 24.2 10.2 11.6

(in millions of dollars)

*There are 250,354 observations in the regression.

Panel 2. March CPS and NIOSH Occupation Risk: 1985-1995*

Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -337 -377 -73.7
(-7.14) (-13.94) (-0.27)

Value of Statistical Life — — —
(in millions of dollars)

*There are 243,958 observations in the regression.

Panel 3. March CPS and BLS Industry Risk: 1995-2000*

Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 78.7 95.4 -526
(1.81) (1.28) (-1.47)
Value of Statistical Life 2.8 33 -

(in millions of dollars)

*There are 108,324 observations in the regression.

Panel 4. March CPS and BLS Occupation Risk: 1995-2000*

Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 7.64 48.1 -116
(0.32) (1.41) (-0.24)
Value of Statistical Life 0.3 1.7 -

(in millions of dollars)

*There are 84,534 observations in the regression.
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Table 3B cont. Semi-parametric Estimated Price of Risk for Female Workers

Panel 5. ORG and NIOSH Industry Risk: 1985-1995*

Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 272 386 187
(23.68) (30.37) (1.61)
Value of Statistical Life 9.5 13.5 6.6

(in millions of dollars)

*There are 556,532 observations in the regressions.

Panel 6. ORG and NIOSH Occupation Risk: 1985-1995*

Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -297 -251 -90.5
(-23.07) (-0.76) (-0.76)

Value of Statistical Life — — —
(in millions of dollars)

*There are 556,532 observations in the regressions.

Panel 7. ORG and BLS Industry Risk: 1995-2000*

Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -77.60 -22.9 -432
(-3.21) (-0.85) (-5.60)

Value of Statistical Life - - -—--
(in millions of dollars)

*There are 242,109 observations in the regressions.

Panel 8. ORG and BLS Occupation Risk: 1995-2000*

Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -222 -191 180
(-7.64) (-5.89) (2.64)
Value of Statistical Life - - 6.3

(in millions of dollars)

*There are 242, 109 observations in the regressions.

Note: There is a fixed-effect in each regression for each combination of the
independent variables.  The basic regression includes age, education level,
race/ethnicity category, and marital status dummy variables. Workers are aged 25 to
60 inclusive. T-statistics are given in parentheses.

Source: Authors’ calculations.



Table 4A. Estimated Price of Risk for Males by Decile of Risk

Panel 1. March CPS and NIOSH Industry Risk: 1985-1995*

Basic Control yes yes yes
State no yes yes
Industry/Occupation  no no yes
Second -0.05 -0.02 0.05
[0.9, 1.4] (-7.54) (-2.89) (0.81)
Third -0.08 -0.02 -0.01
[1.4,1.7] (-10.40) (-4.48) (-1.50)
Fourth -0.02 0.01 0.01
[1.7,2.1] (-4.35) (2.08) (1.59)
Fifth -0.08 -0.00 -0.00
[2.1, 2.6] (-11.66) (-1.24) (-0.13)
Sixth 0.03 0.07 0.02
[2.6, 3.2] (4.62) (10.48) (2.86)
Seventh -0.02 0.08 0.02
[3.2, 4] (-4.09) (11.88) (2.64)
Eighth 0.01 0.10 0.02
[4, 6.4] (1.88) (15.88) (2.56)
Ninth 0.06 0.15 0.03
[6.4, 12.5] (11.44) (23.36) (3.81)
Tenth 0.01 0.16 0.05

[>12.5] (1.98) (24.76) (4.43)
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Table 4A cont. Estimated Price of Risk for Males by Decile of Risk

Panel 2. March CPS and NIOSH Occupation Risk: 1985-1995

Basic Control yes yes yes
State no yes yes
Industry/Occupation  no no yes
Second 0.12 0.05 0.01
[0.6, 0.9] (15.14) (6.07) (1.41)
Third 0.11 0.07 0.00
[0.9, 1.4] (14.80) (8.70) (0.11)
Fourth 0.08 0.04 0.03
[1.4,1.9] (11.13) (5.95) (3.52)
Fifth 0.08 0.06 0.00
[1.9, 2.5] (10.99) (7.41) (1.04)
Sixth 0.02 0.01 0.01
[2.5, 3.2] (3.10) (1.62) (1.12)
Seventh 0.00 0.03 0.01
[3.2,4.1] (0.14) (4.10) (1.15)
Eighth 0.07 0.09 0.01
[4.1, 6.8] (10.31) (11.15) (1.20)
Ninth 0.07 0.07 0.01
[6.8,11.9] (10.18) (9.03) (1.40)
Tenth -0.05 -0.03 0.01

[>=119] (-7.79) (-3.96) (1.40)




Table 4A cont. Estimated Price of Risk for Males by Decile of Risk

Panel 3. March CPS and BLS Industry Risk: 1995-2000

Basic Control yes yes yes
State yes yes yes
Industry/Occupation  no no yes
Second -0.01 -0.01 0.01
[0.52, 0.67] (-1.53) (-1.07) (1.08)
Third 0.05 0.05 0.01
[0.67, 0.90] (5.22) (5.33) (1.42)
Fourth 0.07 0.07 0.00
[0.90, 1.30] (7.71) (7.33) 0.17)
Fifth 0.05 0.04 0.00
[1.30, 1.98] (5.53) (1.64) (0.63)
Sixth -0.01 -0.01 -0.04
[1.98, 2.83] (-1.83) (-2.08) (-5.15)
Seventh -0.05 -0.04 -0.06
[2.83,4.03] (-5.51) (-5.23) (-7.21)
Eighth -0.00 -0.00 -0.04
[4.03, 6.51] (-0.77) (-0.19) (-4.28)
Ninth 0.06 0.07 -0.04
[6.51, 13.05] (7.11) (8.02) (-4.65)
Tenth 0.02 0.03 -0.08

[>13.05] (2.74) (3.89) (8.35)
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Table 4A cont. Estimated Price of Risk for Males by Decile of Risk

Panel 4. March CPS and BLS Occupation Risk: 1995-2000

Basic Control yes yes yes
State no yes yes
Industry/Occupation  no no yes
Second -0.26 -0.26 -.017
[0.0, 0.37] (-8.28) (-8.19) (-5.59)
Third -0.00 -0.04 -0.00
[0.37, 0.86] (-0.25) (-0.47) (-0.33)
Fourth 0.02 0.02 0.05
[0.86, 1.26] (2.84) (2.81) (6.15)
Fifth 0.02 0.02 0.01
[1.26, 2.03] (2.91) (2.52) (2.28)
Sixth 0.19 0.19 0.09
[2.03, 2.61] (25.09) (24.99) (11.74)
Seventh 0.01 0.01 0.01
[2.61, 3.58] (1.92) (1.69) (1.59)
Eighth 0.01 0.01 0.02
[3.58, 5.51] (1.53) (1.74) (3.26)
Ninth 0.01 0.01 0.07
[5.51, 15.19] (1.35) (2.04) (9.52)
Tenth -0.05 -0.03 0.09

[>15.19] (-7.04) (-5.37) (10.69)
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Table 4A cont. Estimated Price of Risk for Males by Decile of Risk

Panel 5. NLSY and NIOSH Industry Risk: 1986-1993

Basic Control yes yes yes
State no yes yes
Industry/Occupation no no yes
Second -0.06 -0.03 0.02
[1,1.4] (-2.48) (-0.95) (0.79)
Third -0.12 -0.11 -0.02
[1.4,2] (-4.02) (-3.78) (-0.68)
Fourth -0.04 -0.03 0.01
[2,2.1] (-1.40) (-0.88) 0.37)
Fifth -0.09 0.01 0.05
[2.1,2.7] (-3.09) (0.50) (1.62)
Sixth 0.02 0.08 0.04
[2.7, 3.4] (1.21) (2.98) (1.25)
Seventh -0.06 0.06 0.07
[3.4, 4.6] (-2.62) (2.29) (2.00)
Eighth 0.03 0.09 0.01
[4.6,7.1] (1.18) (3.41) (0.27)
Ninth 0.05 0.13 0.00
[7.1,12.3] (2.23) (4.92) (-0.05)
Tenth 0.02 0.14 -0.02

[>123] (0.85) (4.89) (-0.42)
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Table 4A cont. Estimated Price of Risk for Males by Decile of Risk

Panel 6. NLSY and NIOSH Occupation Risk: 1986-1993

Basic Control yes yes yes
State no yes yes
Industry/Occupation no no yes
Second 0.09 0.02 0.00
[0.6, 1] (3.03) (0.62) (-0.16)
Third 0.08 0.06 0.03
[1, 1.5] (2.64) (1.92) (0.86)
Fourth 0.07 0.03 -0.01
[1.5,2.1] (2.41) (0.92) (-0.44)
Fifth 0.04 0.05 0.01
[2.1,2.7] (1.46) (1.68) (0.21)
Sixth 0.06 0.05 0.04
[2.7,3.7] (1.97) (1.71) (0.96)
Seventh 0.05 0.06 0.02
[3.7, 4.6] (1.77) (2.04) (0.57)
Eighth 0.16 0.14 0.01
[4.6,7.9] (5.86) (4.99) (0.28)
Ninth 0.07 0.09 0.01
[7.9,16.2] (2.54) (3.13) (0.12)
Tenth -0.04 -0.04 -0.03

[>16.2] (-1.49) (1.39) (-0.50)
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Table 4A. Estimated Price of Risk for Males by Decile of Risk

Panel 7. ORG and NIOSH Industry Risk: 1985-1995

Basic Control yes yes yes
State no yes yes
Industry/Occupation no no yes
Second -0.06 -0.04 -0.02
[0.9, 1.4] (-22.24) (-14.02) (-6.96)
Third -0.08 -0.03 -0.01
[1.4,1.7] (-22.90) (-9.23) (-4.97)
Fourth -0.03 -0.01 -0.01
[1.7,2] (-11.96) (-6.12) (-3.35)
Fifth -0.07 -0.01 -0.02
[2,2.5] (-24.74) (-4.70) (-6.95)
Sixth 0.01 0.04 -0.01
[2.5,3.2] 3.97) (15.61) (-3.07)
Seventh -0.01 0.06 -0.01
[3.2, 4] (-6.11) (22.32) (-3.97)
Eighth 0.01 0.09 -0.01
[4, 6] (5.63) (30.19) (-5.09)
Ninth 0.03 0.11 -0.01
[6, 11.4] (10.81) (37.21) (-4.33)
Tenth -0.00 0.10 -0.01

[>11.4] (-0.90) (36.03) (-3.66)
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Table 4A cont. Estimated Price of Risk for Males by Decile of Risk

Panel 8. ORG and NIOSH Occupation Risk: 1985-1995

Basic Control yes yes yes
State no yes yes
Industry/Occupation no no yes
Second 0.13 0.07 0.01
[0.6, 0.9] (38.56) (18.43) (3.86)
Third 0.13 0.09 0.00
[0.9, 1.3] (36.21) (22.95) (2.48)
Fourth 0.06 0.03 0.01
[1.3,1.8] (17.91) (8.95) (3.14)
Fifth 0.04 0.03 -0.00
[1.8,2.4] (11.66) (8.76) (-0.20)
Sixth 0.06 0.03 0.00
[2.4,2.9] (17.55) (10.28) (0.30)
Seventh 0.00 0.00 -0.00
[2.9, 3.9] (2.07) (1.77) (-0.29)
Eighth 0.04 0.04 -0.00
[3.9, 6.5] (13.83) (11.19) (1.44)
Ninth 0.05 0.04 -0.01
[6.5,10.9] (17.12) (12.07) (-2.83)
Tenth -0.06 -0.07 -0.00

[>10.9] (-20.02) (-20.40) (-0.03)




Table 4A cont. Estimated Price of Risk for Males by Decile of Risk

Panel 9. ORG and BLS Industry Risk: 1995-2000

Basic Control yes yes yes
State no yes yes
Industry/Occupation no no yes
Second 0.04 0.03 0.03
[0.47, 0.6] (7.33) (4.83) (4.54)
Third 0.08 0.06 0.02
[0.6, 0.8] (13.36) (10.05) (4.33)
Fourth 0.06 0.05 0.00
[0.8, 1.1] (11.88) (8.31) (-0.56)
Fifth 0.00 -0.02 -0.03
[1.1,1.7] (0.02) (-4.44) (-5.59)
Sixth -0.01 -0.02 -0.05
[1.7, 2.3] (-1.87) (-4.51) (-9.93)
Seventh -0.01 -0.02 -0.04
[2.3,3.5] (-1.55) (-3.56) (-7.07)
Eighth 0.02 0.01 -0.03
[3.5,5.7] (5.25) (3.15) (-6.30)
Ninth 0.05 0.05 -0.03
[5.7,11.8] (10.41) (8.37) (-5.35)
Tenth 0.05 0.04 -0.04

[>11.8] (10.32) (7.74) (-9.73)




Table 4A cont. Estimated Price of Risk for Males by Decile of Risk

Panel 10. ORG and BLS Occupation Risk: 1995-2000

Basic Control yes yes yes
State no yes yes
Industry/Occupation no no yes
Second 0.05 0.05 0.05
[0, 0.3] (4.43) (3.89) (4.25)
Third -0.04 -0.05 0.01
[0.3,0.7] (-7.58) (-8.71) (2.44)
Fourth -0.06 -0.06 0.00
[0.7, 1] (-12.22) (-11.31) (-1.21)
Fifth 0.02 0.01 0.00
(1, 1.7] (4.50) (3.02) (0.48)
Sixth 0.01 0.00 0.00
[1.7, 2.5] (3.25) (0.94) (0.02)
Seventh 0.08 0.08 0.01
[2.5,3.4] (19.32) (17.45) (3.28)
Eighth 0.02 0.01 0.00
[3.4,5.3] (6.23) (2.74) (1.94)
Ninth -0.06 -0.05 0.01
[5.3,13.9] (-14.17) (-11.92) (3.80)
Tenth -0.04 -0.04 -0.01

[>13.9] (-12.84) (-10.95) (-2.86)
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Table 4B. Estimated Price of Risk for Females by Decile of Risk

Panel 1. March CPS and NIOSH Industry Risk: 1985-1995

Basic Control
State
Industry/Occupation

Second
[0.9, 1.4]

Third
[1.4,1.7]

Fourth
[1.7, 2.1]

Fifth
[2.1,2.6]

Sixth
[2.6, 3.2]

Seventh
[3.2, 4]

Eighth
4, 6.4]

Ninth
[6.4,12.5]

Tenth
[>12.5]

yes
no
no

-0.08
(-15.64)

-0.09
(-15.66)

-0.10
(-20.82)

-0.20
(-32.61)

-0.08
-12.21)

13
(-22.40)

-0.03
(-5.19)

0.02
(3.72)

0.00
(0.63)

yes
yes
no

-0.03
(-6.52)

-0.04
(-6.56)

-0.05
(-8.66)

-0.08
(-12.48)

-0.03
(-5.18)

-0.03
(-4.53)

0.04
(5.82)

0.12
(16.56)

0.12
(14.13)

yes
yes
yes

-0.01
(-1.89)

-0.01
(-1.44)

-0.02
(-3.16)

-0.04
(-5.53)

-0.00
(-0.05)

-0.00
(-0.05)

-0.01
(-1.82)

-0.07
(-0.62)

-0.01
(-0.81)
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Table 4B cont. Estimated Price of Risk for Females by Decile of Risk

Panel 2. March CPS and NIOSH Occupation Risk: 1985-1995

Basic Control yes yes yes
State no yes yes
Industry/Occupation  no no yes
Second 0.07 0.02 0.00
[0.6, 0.9] (13.27) (3.98) (1.08)
Third 0.05 0.04 0.00
[0.9,1.4] 9.47) (6.48) (1.08)
Fourth -0.01 -0.03 -0.00
[1.4,1.9] (-1.97) (-4.85) (-0.01)
Fifth -0.03 -0.03 -0.02
[1.9,2.5] (-6.11) (-5.43) (-3.18)
Sixth -0.10 -0.10 -0.02
[2.5, 3.2] (-16.14) (-15.10) (-2.69)
Seventh -0.10 -0.07 -0.02
[3.2,4.1] (-17.25) (-10.95) (-2.58)
Eighth -0.06 -0.00 -0.03
[4.1, 6.8] (-9.29) (-1.16) (-3.32)
Ninth -0.02 -0.02 -0.04
[6.8,11.9] (-2.51) (-3.02) (-3.27)
Tenth -0.11 -0.10 -0.04

[> 11.9] (-13.30) (-11.17) (-3.20)




Table 4B cont. Estimated Price of Risk for Females by Decile of Risk

Panel 3. March CPS and BLS Industry Risk: 1995-2000

Basic Control yes yes yes
State no yes yes
Industry/Occupation no no yes
Second 0.08 0.08 0.07
[0.52, 0.67] (12.07) (13.01) (12.31)
Third 0.14 0.14 0.11
[0.67, 0.90] (21.24) (20.77) (17.91)
Fourth 0.15 0.14 0.10
[0.90, 1.30] (22.13) (20.71) (14.68)
Fifth 0.07 0.06 0.07
[1.30, 1.98] (10.10) (8.93) (9.52)
Sixth 0.02 0.02 0.02
[1.98, 2.83] (3.80) (2.80) (3.62)
Seventh -0.03 -0.04 -0.01
[2.83, 4.03] (-4.57) (-5.23) (-0.17)
Eighth 0.00 0.08 0.00
[4.03, 6.51] (1.13) (0.89) (0.42)
Ninth 0.10 0.09 0.01
[6.51, 13.05] (10.32) (10.20) (1.66)
Tenth 0.13 0.13 -0.01

[ >13.05] (12.05) (12.74) (-0.94)
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Table 4B cont. Estimated Price of Risk for Females by Decile of Risk

Panel 4. March CPS and BLS Occupation Risk: 1995-2000

Basic Control
State
Industry/Occupation

Second
[0.0, 0.37]

Third
[0.37, 0.86]

Fourth
[0.86, 1.26]

Fifth
[1.26, 2.03]

Sixth
[2.03, 2.61]

Seventh
[2.61, 3.58]

Eighth
[3.58, 5.51]

Ninth
[5.51, 15.19]

Tenth
[>15.19]

yes
no
no

0.02
(3.26)

0.06
(8.56)

0.07
9.31)

-0.00
(-0.34)

0.14
(17.02)

0.04
(4.77)

-0.05
(-6.12)

0.11
(-9.65)

-0.49
(-3.42)

yes
yes
no

0.02
(2.76)

0.05
(8.30)

0.06
(8.88)

-0.00
(-1.28)

0.13
(16.00)

0.03
(3.92)

-0.05
(-6.49)

-0.11
(-10.21)

-0.04
(-2.95)

yes
yes
yes

0.00
(0.70)

0.06
(9.68)

0.08
(11.26)

0.03
(5.17)

0.06
(7.55)

0.04
(4.83)

-0.01
(-1.74)

-0.04
(-3.48)

0.02
(1.70)
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Table 4B cont. Estimated Price of Risk for Females by Decile of Risk

Panel 5. NLSY and NIOSH Industry Risk: 1986-1993

Basic Control yes yes yes
State no yes yes
Industry/Occupation  no no yes
Second -0.06 0.01 0.00
[1,1.4] (-2.90) (0.41) (-0.14)
Third -0.11 -0.08 -0.05
[1.4,2] (-4.49) (-2.94) (-1.67)
Fourth -0.09 -0.06 -0.05
[2,2.1] (-4.16) (-2.13) (-1.74)
Fifth -0.13 -0.02 -0.02
[2.1,2.7] (-5.23) (-0.63) (-0.48)
Sixth 0.00 0.03 -0.01
2.7, 3.4] (-0.04) (1.17) (-0.39)
Seventh -0.12 -0.02 -0.03
[3.4, 4.6] (-4.98) (-0.60) (-0.89)
Eighth -0.04 0.03 -0.08
[4.6,7.1] (-1.69) (0.96) (-1.87)
Ninth -0.03 0.09 -0.11
[7.1,12.3] (-1.1D) (3.02) (-2.20)
Tenth -0.03 0.10 -0.15

[>123] (-1.13) (2.84) (-2.54)




Table 4B cont. Estimated Price of Risk for Females by Decile of Risk

Panel 6. NLSY and NIOSH Occupation Risk: 1986-1993

Basic Control yes yes yes
State no yes yes
Industry/Occupation  no no yes
Second 0.03 -0.01 0.00
[0.6, 1] (1.61) (-0.53) (0.18)
Third -0.06 -0.05 0.00
[1, 1.5] (-2.82) (-1.96) (0.15)
Fourth 0.03 0.00 0.07
[1.5,2.1] (1.42) (0.00) (2.43)
Fifth -0.09 -0.07 0.02
[2.1,2.7] (-3.85) (-2.92) (0.66)
Sixth -0.08 -0.07 0.10
[2.7,3.7] (-3.06) (-2.68) (2.53)
Seventh -0.12 -0.10 0.04
[3.7, 4.6] (-5.29) (-3.92) (1.15)
Eighth -0.08 -0.06 0.02
[4.6,7.9] (-3.03) (-1.90) (0.406)
Ninth -0.17 -0.13 -0.05
[7.9,16.2] (-5.00) (-3.72) (-0.78)
Tenth -0.14 -0.11 -0.01

[>16.2] (-4.53) (-3.49) (-0.19)




Table 4B. Estimated Price of Risk for Females by Decile of Risk

Panel 7. ORG and NIOSH Industry Risk: 1985-1995

Basic Control yes yes yes
State no yes yes
Industry/Occupation no no yes
Second -0.07 -0.03 -0.09
[0.9, 1.4] (-33.87) (-14.93) (-4.04)
Third -0.08 -0.04 -0.02
[1.4,1.7] (-32.41) (-15.09) (-0.78)
Fourth -0.08 -0.05 -0.01
[1.7,2] (-35.28) (-19.39) (-4.68)
Fifth -0.14 -0.07 -0.01
[2,2.5] (-59.60) (-26.85) (-7.10)
Sixth -0.09 -0.04 -0.00
[2.5, 3.2] (-36.87) (-16.77) (-1.56)
Seventh -0.11 -0.03 -0.00
[3.2, 4] (-45.25) (-13.07) (0.88)
Eighth -0.03 0.01 -0.01
[4, 6] (-11.74 (6.44) (-2.90)
Ninth 0.01 0.09 -0.00
[6, 11.4] (4.92) (29.32) (-2.06)
Tenth 0.03 0.09 0.00

[>11.4] (11.79) (31.06) (1.24)
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Table 4B cont. Estimated Price of Risk for Females by Decile of Risk

Panel 8. ORG and NIOSH Occupation Risk: 1985-1995

Basic Control yes yes yes
State no yes yes
Industry/Occupation no no yes
Second 0.07 0.02 0.01
[0.6, 0.9] (35.64) (9.15) (1.23)
Third 0.05 0.03 0.00
[0.9, 1.3] (22.30) (12.80) (0.07)
Fourth -0.01 -0.03 0.00
[1.3, 1.8] (-4.78) (-12.33) (0.47)
Fifth -0.05 -0.04 -0.02
[1.8,2.4] (-17.97) (-14.22) (-7.67)
Sixth -0.03 -0.05 -0.02
[2.4,2.9] (-14.02) (-19.33) (-7.74)
Seventh -0.06 -0.07 -0.02
[2.9, 3.9] (-28.18) (-29.44) (-7.98)
Eighth -0.06 -0.04 -0.02
[3.9, 6.5] (-24.23) (13.76) (-6.96)
Ninth 0.01 -0.00 -0.03
[6.5,10.9] (3.19) (-2.43) (-6.82)
Tenth 0.01 -0.03 -0.00

[>10.9] (6.33) (-11.90) (-0.54)




Table 4B cont. Estimated Price of Risk for Females by Decile of Risk

Panel 9. ORG and BLS Industry Risk: 1995-2000

Basic Control yes yes yes
State no yes yes
Industry/Occupation no no yes
Second 0.11 0.11 0.09
[0.4, 0.6] (29.23) (25.73) (23.16)
Third 0.20 0.18 0.14
[0.6, 0.8] (55.69) (45.41) (36.06)
Fourth 0.17 0.15 0.10
[0.8, 1.1] (46.19) (35.90) (26.06)
Fifth 0.06 0.04 0.06
[1.1, 1.7] (15.79) (9.90) (14.25)
Sixth 0.05 0.03 0.03
[1.7, 2.3] (11.67) (7.68) (7.89)
Seventh 0.07 0.05 0.02
[2.3,3.5] (15.78) (11.00) (5.84)
Eighth 0.08 0.07 0.02
[3.5,5.7] (17.79) (14.20) (4.36)
Ninth 0.11 0.10 0.01
[5.7,11.8] (21.08) (17.11) (2.78)
Tenth 0.13 0.11 0.01

[>11.8] (40.42) (30.63) (4.62)
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Table 4B cont. Estimated Price of Risk for Females by Decile of Risk

Panel 10. ORG and BLS Occupation Risk: 1995-2000

Basic Control yes yes yes
State no yes yes
Industry/Occupation no no yes
Second 0.00 0.00 0.01
[0, 0.3] (1.21) (0.51) (2.88)
Third 0.01 0.01 0.06
[0.3,0.7] (3.63) (3.08) (16.15)
Fourth 0.03 0.03 0.05
[0.7, 1] (7.97) (7.37) (12.62)
Fifth 0.03 0.02 0.02
(1, 1.7] (7.98) (5.67) (5.64)
Sixth 0.02 0.01 0.01
[1.7, 2.5] (4.96) (2..37) (3.04)
Seventh 0.09 0.09 0.03
[2.5,3.4] (20.63) (18.51) (6.72)
Eighth 0.07 0.05 0.04
[3.4,5.3] (15.72) (10.72) (8.93)
Ninth -0.04 -0.04 0.01
[5.3,13.9] (-6.82) (-6.39) (1.97)
Tenth -0.01 -0.01 -0.02
[ >13.9] (-3.02) (-5.38) (-7.74)

Note: 1. The NIOSH and BLS industry and occupation risk data are divided into 10
deciles. The dependent variable is the natural log of the worker’s real wage. For the
basic regression, the independent variables include a quartic in the worker’s age, a
vector of dummy variables that control for the worker’s education, a vector of dummy
variables indicating whether the worker is Hispanic, Asian, African American, or
other race, a dummy variable indicating whether the worker is under a union contract
or not, and marital status. Workers are aged 25 to 60 inclusive. T-statistics are given
in parenthesis. Cut-off points are given in brackets.

2. In NLSY data, the independent variables for the basic regression include a drop in
the workers’ age, educational level, union coverage, working experience, tenure
status, AFQT test scores and race/ethnicity categories.

Source: Authors’ calculation
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Table SA. Propensity Score Matching Estimators: Nearest-Neighbor Matching* for Males
1993 CPS Outgoing Rotation Data, 1993 March CPS Data, 1995 NIOSH Risk Data, 1994 BLS Risk Data,
1993 NLSY Data

Panel 1. March CPS and NIOSH Industry Risk

Quintile 5 vs. 1

Quintile 4 vs. 1

Quintile 3 vs. 1

Quintile 2 vs. 1

Mean real wage of matched 10.55

treatment group

Mean real wage of matched 10.99

comparison group

Treatment Effect -0.44
(-0.15)

10.18

11.60

-1.42
(-0.71)

10.86

11.03

-0.19
(-0.56)

10.85

13.42

-2.57
(-0.72)

Panel 2. ORG and NIOSH Industry Risk

Quintile 5 vs. 1

Quintile 4 vs. 1

Quintile 3 vs. 1

Quintile 2 vs. 1

Mean real wage of matched 9.28
treatment group

Mean real wage of matched 9.58
comparison group

-0.29
(-1.47)

Treatment Effect

9.54

10.21

-0.66
(-3.03)

9.86

10.82

-0.95
(-4.24)

9.89

11.30

-1.41
(-6.86)

Panel 3. NLSY and NIOSH Industry Risk

Quintile 5 vs. 1

Quintile 4 vs. 1

Quintile 3 vs. 1

Quintile 2 vs. 1

Mean real wage of matched 9.20
treatment group

Mean real wage of matched 10.53

comparison group

Treatment Effect -1.33
(-0.45)

8.86

10.79

-1.93
(-1.30)

10.19

8.69

1.50
(1.46)

8.52

10.66

2.14
(-1.36)

Panel 4. March CPS and NIOSH Occupation Risk

Quintile 5 vs. 1

Quintile 4 vs. 1

Quintile 3 vs. 1

Quintile 2 vs. 1

Mean real wage of matched 8.67
treatment group

Mean real wage of matched 8.86
comparison group

-0.18
(-0.30)

Treatment Effect

10.53

9.42

1.11
(1.94)

11.68

9.72

1.95
(2.83)

13.56

11.39

2.17
(2.56)

*Nearest-neighbor matching with a caliper 0.01




81

Table SA cont. Propensity Score Matching Estimators: Nearest-Neighbor Matching* for Males
1993 CPS Outgoing Rotation Data, 1993 March CPS Data, 1995 NIOSH Risk Data, 1994 BLS Risk Data,

1993 NLSY Data

Panel 5. ORG and NIOSH Occupation Risk

Quintile S vs. 1 Quintile 4 vs. 1

Quintile 3 vs. 1

Quintile 2 vs. 1

Mean real wage of matched 7.72 9.54
treatment group

Mean real wage of matched 8.37 9.06
comparison group

Treatment Effect -0.64 0.47

11.10

9.65

1.37

11.98

10.95

1.03

Panel 6. NLSY and NIOSH Occupation Risk

Quintile S vs. 1 Quintile 4 vs. 1

Quintile 3 vs. 1

Quintile 2 vs. 1

Mean real wage of matched 7.74 9.44

treatment group

Mean real wage of matched 8.19 9.40

comparison group

Treatment Effect -0.45 0.04
(-0.69) (0.05)

10.03

9.24

0.79
(1.16)

11.02

10.57

0.45
(0.53)

Panel 7. March CPS and BLS Industry Risk

Quintile S vs. 1 Quintile 4 vs. 1

Quintile 3 vs. 1

Quintile 2 vs. 1

Mean real wage of matched 10.99 9.85

treatment group

Mean real wage of matched 9.77 9.63

comparison group

Treatment Effect 1.21 0.22
(2.97) (0.69)

10.55

10.14

0.41
(1.38)

13.23

11.30

1.93
(3.27)

Panel 8. ORG and BLS Industry Risk

Quintile 5 vs. 1 Quintile 4 vs. 1

Quintile 3 vs. 1

Quintile 2 vs. 1

Mean real wage of matched 8.35 8.83

treatment group

Mean real wage of matched 8.39 9.18

comparison group

Treatment Effect -0.03 -0.34
(-0.19) (-2.13)

10.13

9.75

0.38
(2.24)

11.57

10.92

0.64
(3.66)

*Nearest-neighbor matching with a caliper 0.01
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Table SA cont. Propensity Score Matching Estimators: Nearest-Neighbor Matching* for Males
1993 CPS Outgoing Rotation Data, 1993 March CPS Data, 1995 NIOSH Risk Data, 1994 BLS Risk Data,

1993 NLSY Data

Panel 9. March CPS and BLS Occupation Risk

Quintile 5 vs. 1 Quintile 4 vs. 1

Quintile 3 vs. 1

Quintile 2 vs. 1

Mean real wage of matched 9.76 11.47

treatment group

Mean real wage of matched 9.71 11.30

comparison group

Treatment Effect 0.05 0.17
(0.90) (0.26)

12.89

11.89

1.00
(0.85)

11.35

11.73

-0.38
(-0.46)

Panel 10. ORG and BLS Occupation Risk

Quintile 5 vs. 1 Quintile 4 vs. 1

Quintile 3 vs. 1

Quintile 2 vs. 1

Mean real wage of matched 8.84 10.77

treatment group

Mean real wage of matched 9.06 10.29

comparison group

Treatment Effect -0.22 0.48
(-1.65) (3.25)

10.93

10.41

0.53
(3.37)

10.84

10.74

0.10
(0.55)

*Nearest-neighbor matching with a caliper 0.01
Source: Authors’ calculations.
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Table SB. Propensity Score Matching Estimators: Nearest-Neighbor Matching* for Females
1993 CPS Outgoing Rotation Data, 1993 March CPS Data, 1995 NIOSH Risk Data, 1994 BLS Risk Data,
1993 NLSY Data

Panel 1. March CPS and NIOSH Industry Risk

Quintile 5 vs. 1

Quintile 4 vs. 1

Quintile 3 vs. 1

Quintile 2 vs. 1

Mean real wage of matched 8.35
treatment group

Mean real wage of matched 7.82
comparison group

Treatment Effect 0.53
(2.17)

7.57

8.08

-0.50
(-1.75)

7.30

7.83

-0.52
(-2.16)

8.07

8.31

-0.23
(-0.74)

Panel 2. ORG and NIOSH Industry Risk

Quintile 5 vs. 1

Quintile 4 vs. 1

Quintile 3 vs. 1

Quintile 2 vs. 1

Mean real wage of matched 7.87
treatment group

Mean real wage of matched 7.54
comparison group

Treatment Effect 0.33
(1.54)

6.74

7.44

-0.69
(-5.08)

6.96

7.44

-0.47
(-3.28)

7.46

8.01

-0.54
(-4.33)

Panel 3. NLSY and NIOSH Industry Risk

Quintile 5 vs. 1

Quintile 4 vs. 1

Quintile 3 vs. 1

Quintile 2 vs. 1

Mean real wage of matched 8.35
treatment group

Mean real wage of matched 5.22
comparison group

Treatment Effect 3.13
(3.49)

6.97

9.74

277
(-1.67)

7.50

8.97

-1.47
(-1.46)

8.71

8.04

0.67
(0.64)

Panel 4. March CPS and NIOSH Occupation Risk

Quintile 5 vs. 1

Quintile 4 vs. 1

Quintile 3 vs. 1

Quintile 2 vs. 1

Mean real wage of matched 6.10
treatment group

Mean real wage of matched 6.69
comparison group

-0.58
(-2.72)

Treatment Effect

7.42

7.07

0.34
(1.55)

8.75

7.62

0.72
(2.14)

9.74

8.77

0.96
(2.09)

*Nearest-neighbor matching with a caliper 0.01
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Table 5B cont. Propensity Score Matching Estimators: Nearest-Neighbor Matching* for Females
1993 CPS Outgoing Rotation Data, 1993 March CPS Data, 1995 NIOSH Risk Data, 1994 BLS Risk Data,

1993 NLSY Data

Panel 5. ORG and NIOSH Occupation Risk

Quintile S vs. 1 Quintile 4 vs. 1

Quintile 3 vs. 1

Quintile 2 vs. 1

Mean real wage of matched 5.99 6.80

treatment group

Mean real wage of matched 6.87 7.17

comparison group

Treatment Effect -0.88 -0.37
(-1.58) (-0.74)

8.42

8.15

0.27
(0.31)

8.88

7.79

1.08
(2.07)

Panel 6. NLSY and NIOSH Occupation Risk

Quintile S vs. 1 Quintile 4 vs. 1

Quintile 3 vs. 1

Quintile 2 vs. 1

Mean real wage of matched 5.99 6.80

treatment group

Mean real wage of matched 6.87 7.17

comparison group

Treatment Effect -0.88 -0.37
(-1.58) (-0.74)

8.42

8.15

0.27
(0.31)

8.88

7.79

1.08
(2.07)

Panel 7. March CPS and BLS Industry Risk

Quintile S vs. 1 Quintile 4 vs. 1

Quintile 3 vs. 1

Quintile 2 vs. 1

Mean real wage of matched 7.88 7.46

treatment group

Mean real wage of matched 7.10 6.82

comparison group

Treatment Effect 0.78 0.64
(-4.62) (0.87)

8.00

7.61

0.39
(1.04)

8.04

8.06

-0.02
(-0.08)

Panel 8. ORG and BLS Industry Risk

Quintile 5 vs. 1 Quintile 4 vs. 1

Quintile 3 vs. 1

Quintile 2 vs. 1

Mean real wage of matched 7.19 6.23

treatment group

Mean real wage of matched 7.34 7.28

comparison group

Treatment Effect -0.14 -1.04
(-0.92) (-5.53)

7.31

7.71

-0.39
(-4.13)

7.91

7.86

0.04
(0.31)

*Nearest-neighbor matching with a caliper 0.01
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Table 5B cont. Propensity Score Matching Estimators: Nearest-Neighbor Matching* for Females
1993 CPS Outgoing Rotation Data, 1993 March CPS Data, 1995 NIOSH Risk Data, 1994 BLS Risk Data,
1993 NLSY Data

Panel 9. March CPS and BLS Occupation Risk

Quintile 5 vs. 1 Quintile 4 vs. 1 Quintile 3 vs.1  Quintile 2 vs. 1

Mean real wage of matched 8.07 8.07 7.34 8.41

treatment group

Mean real wage of matched 7.98 7.12 7.43 8.06

comparison group

Treatment Effect 0.09 0.94 -0.09 0.34
(0.29) (3.68) (-0.24) (1.17)

Panel 10. ORG and BLS Occupation Risk

Quintile 5 vs. 1 Quintile 4 vs. 1 Quintile 3 vs.1  Quintile 2 vs. 1

Mean real wage of matched 7.27 7.46 7.25 8.01

treatment group

Mean real wage of matched 7.08 6.73 6.87 7.25

comparison group

Treatment Effect 0.19 0.72 0.37 0.75
(2.18) (6.84) (3.40) (-3.58)

Note: *Nearest-neighbor matching with a caliper 0.01. The NIOSH and BLS industry and occupation risk data are
divided into 5 quintiles. The logit model was used to calculate the probability in each risk quintile versus risk
quintile 1. For NLSY data the independent variables include a quartic in the worker’s age, education level,
experience, tenure, test scores, union, and dummy variables indicating firm size, marital status, industry and
occupation status, and race/ethnicity categories. For CPS Outgoing Rotation data, the independent variables include
age, age quartic, educational level, firm size, race/ethnicity, marital status, and state. The probabilities are used as
propensity scores to get the nearest-neighbor estimations. Here, 0.01 is the nearest-neighbor matching standard.
Source: Authors’ calculations.




Table 6. Correlations and OLS Residual Correlations for Male Workers
1995 CPS Outgoing Rotations Data, CPS March Data, BLS and NIOSH Risk Data

A. March CPS Data

Basic Controls no yes yes yes
State no no yes yes
Industry/Occupation no no no yes
Correlations

NIOSH Ind / NIOSH Occ 0.50 0.48 0.39 0.41
NIOSH Ind / BLS Ind 0.47 0.40 0.41 0.02
NIOSH Ind / BLS Occ 0.29 0.24 0.25 0.02
NIOSH Occ / BLS Ind 0.36 0.31 0.34 0.04
NIOSH Occ / BLS Occ 0.38 0.34 0.35 0.04
BLS Ind / BLS Occ 0.44 0.39 0.38 0.22

B. CPS Outgoing Rotation Data

Basic Controls no yes yes yes
State no no yes yes
Industry/Occupation no no no yes
Correlations

NIOSH Ind / NIOSH Occ 0.53 0.43 0.32 0.28
NIOSH Ind / BLS Ind 0.48 0.45 0.45 0.06
NIOSH Ind / BLS Occ 0.30 0.27 0.26 0.05
NIOSH Occ / BLS Ind 0.37 0.33 0.31 0.07
NIOSH Occ / BLS Occ 0.40 0.38 0.38 0.09
BLS Ind / BLS Occ 0.43 0.40 0.39 0.22

Note: The residual correlations are based on the OLS regression of the risk variable on a set of
independent variables. The basic controls are dummy variables for age, age quartic, education,
race, ethnicity, union coverage, and marital status. After estimating the residuals for each
regression, we estimated the residual correlations for each set of regressions. The number of
observations for the 1995 CPS Outgoing Rotations data and 1995 March CPS data are 51,140
and 25,237, respectively.

Source: Authors’ calculations.



Table 7. Covariances and Variances of Residual Estimates for Male Workers
1995 CPS Outgoing Rotation Data, NIOSH Risk Data, and BLS Risk Data

Panel 1. NIOSH Industry / NIOSH Occupation

Basic Controls State Ind/Occ
VAR (Lnwage)
VAR (NIOSH Ind) 0.24 0.23 0.21
VAR (NIOSH Occ) 39.92 33.91 14.80
COV (NIOSH Ind, NIOSH Occ) 45.71 38.57 17.09
COV (Lnwage, NIOSH Ind) 18.43 11.56 4.51
COV (Lnwage, NIOSH Occ) 0.06 0.15 0.01
R2 Lnwage on X -0.23 -0.13 0.02
R2 NIOSH Ind on X 0.27 0.29 0.37
R2 NIOSH Occ on X 0.03 0.21 0.64

0.09 0.24 0.66

Panel 2. NIOSH Industry / BLS Industry

Basic Controls State Ind/Occ
VAR (Lnwage) 0.25 0.24 0.21
VAR (NIOSH Ind) 47.67 39.58 18.20
VAR (BLS Ind) 59.36 58.09 35.65
COV (NIOSH Ind, BLS Ind) 24.45 21.72 1.53
COV (Lnwage, NIOSH Ind) 0.09 0.18 0.02
COV (Lnwage, BLS Ind)
R2 Lnwage on X 0.26 0.28 0.36
R2 NIOSH Ind on X 0.04 0.21 0.63
R2 BLS Ind on X 0.06 0.08 0.43
Panel 3. NIOSH Industry / BLS Occupation

Basic Controls State Ind/Occ
VAR (Lnwage) 0.24 0.24 0.21
VAR (NIOSH Ind) 39.59 32.60 13.75
VAR (BLS Occ) 154.35 152.86 115.10
COYV (NIOSH Ind, BLS Occ) 21.58 18.90 2.02
COV (Lnwage, NIOSH Ind) 0.04 0.13 0.01
COV (Lnwage, BLS Occ) -0.23 -0.18 0.06
R2 Lnwage on X 0.30 0.32 0.41
R2 NIOSH Ind on X 0.03 0.20 0.66
R2 BLS Occ on X 0.04 0.05 0.29
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Table 7 cont. Covariances and Variances of Residual Estimates for Male Workers
1995 CPS Outgoing Rotation Data, NIOSH Risk Data, and BLS Risk Data

Panel 4. NIOSH Occupation / BLS Industry

Basic Controls State Ind/Occ
VAR (Lnwage) 0.25 0.24 0.21
VAR (NIOSH Occ) 50.14 42.08 19.02
VAR (BLS Ind) 59.06 57.83 35.39
COV (NIOSH Occ, BLS Ind) 18.31 15.62 1.99
COV (Lnwage, NIOSH Occ) -0.23 -0.14 0.02
COV (Lnwage, BLS Ind) -0.07 -0.03 -0.06
R2 Lnwage on X 0.26 0.28 0.36
R2 NIOSH Occ on X 0.09 0.24 0.65
R2 BLS Ind on X 0.06 0.08 0.43
Panel 5. NIOSH Occupation / BLS Occupation

Basic Controls State Ind/Occ
VAR (Lnwage) 0.25 0.24 0.21
VAR (NIOSH Occ) 59.95 51.18 23.63
VAR (BLS Occ) 175.53 173.78 131.13
COV (NIOSH Occ, BLS Occ) 39.72 36.50 5.11
COV (Lnwage, NIOSH Occ) -0.23 -0.14 0.02
COV (Lnwage, BLS Occ) -0.21 0.16 0.05
R2 Lnwage on X 0.26 0.28 0.36
R2 NIOSH Occ on X 0.09 0.24 0.65
R2 BLS Occ on X 0.05 0.06 0.29
Panel 6. BLS Industry / BLS Occupation

Basic Controls State Ind/Occ
VAR (Lnwage) 0.25 0.24 0.21
VAR (BLS Ind) 67.78 66.45 42.19
VAR (BLS Occ) 175.02 173.33 130.92
COYV (BLS Ind, BLS Occ) 43.91 42.56 16.43
COV (Lnwage, BLS Ind) -0.08 -0.04 -0.06
COV (Lnwage, BLS Occ) -0.21 -0.16 0.05
R2 Lnwage on X 0.26 0.28 0.36
R2 BLS Ind on X 0.06 0.08 0.43
R2 BLS Occ on X 0.05 0.05 0.28

Source: Authors’ calculations.
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Table 8. Comparison of Job Risk Estimates from Matched Data to NIOSH Rates
1995 CPS Outgoing Data, 1995 NIOSH Data, and 1995 BLS Data

Demographics NIOSH Matched Data
NIOSH BLS NIOSH BLS
Industry Industry Occupation Occupation
Sex
Male 7.30 4.95 6.05 5.29 7.53
Female 0.70 2.86 2.44 2.35 2.06
Race
White 4.20 3.96 4.34 3.84 5.16
Black 4.60 4.00 4.13 433 5.08
Other 3.90 3.67 4.33 3.80 4.71
Age Group
25-34 3.70 3.95 4.45 3.99 5.49
35.44 3.90 4.06 4.44 3.94 5.17
45.54 4.50 3.86 4.01 3.68 4.67
55.64 6.10 3.76 4.08 3.89 4.83

Industry Division

Ag/For/Fishing 15.50 15.78 22.77 12.90 19.39
Mining 25.40 23.94 25.56 10.00 18.23
Construction 13.10 12.72 12.10 7.96 14.43
Manufacturing 3.60 3.63 4.10 4.39 4.49
Trans/Comm/PU 10.30 10.32 10.59 6.48 11.71
Wholesale Trade 3.50 3.62 5.84 5.11 6.00
Retail Trade 2.40 2.87 3.37 3.86 4.08
Finance/Insurance 1.20 1.08 1.37 2.17 2.49
Services 1.50 1.52 1.61 2.49 2.17
Public Admin 5.80 4.51 — 2.39 6.23

Occupation Division

Exec/Admn/Mgr 2.50 3.55 3.55 2.40 2.52
Prof/Spec 1.40 2.48 1.66 1.40 1.24
Tech/Support 3.60 3.07 2.29 3.50 1.89
Sales 2.70 2.94 3.71 2.97 3.96
Clerical 0.70 3.73 3.25 0.63 0.81
Services 2.50 2.50 2.69 2.57 4.10
Farm/For/Fish 16.60 10.84 18.76 17.01 21.70
Crafts 8.00 6.85 7.23 7.89 9.92
Mach Operators 3.50 3.79 3.99 3.23 3.04
Transport 17.80 7.73 12.39 18.11 19.85
Laborers 10.40 6.05 7.63 10.51 11.93

Source: Authors’ calculations.



Table 9. Comparison of Job Risk Estimates from Matched Data to NIOSH Rates
1985-1995 CPS Outgoing Rotation Data and NIOSH Risk Data

NIOSH Matched Data
year NIOSH Industry NIOSH Occupation
1985 5.80 5.34 5.23
1986 5.10 4.61 4.51
1987 5.20 4.62 4.50
1988 5.00 4.57 4.51
1989 4.80 4.53 4.48
1990 4.60 4.52 445
1991 4.50 4.03 3.99
1992 4.30 3.99 3.96
1993 4.40 4.01 3.95
1994 4.40 3.97 3.93
1995 4.30 3.94 3.89

Source: Authors’ calculations.
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Table 10A. Estimated Price of Risk for Male Workers
1995 CPS Outgoing Rotation Data, 1995 NIOSH Risk Data, and 1995 BLS Risk Data

A. Risk Measure 1
Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -315 -145 40.4
(-8.53) (-2.92) (0.58)
B. Risk Measure I1
Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -376 -214 39.0
(-9.86) (-4.20) (0.54)

Note: The dependent variable is the natural log of the worker’s real wage. For basic
regression, the independent variables include a quartic in the worker’s age, a vector of dummy
variables that control for the worker’s education, a vector of dummy variables indicating
whether the worker is Hispanic, Asian, African American, or other race, a dummy variable
indicating whether the workers are under union contract or not, and marital status. There are
52,143 observations in the men’s regressions. Workers are aged 25 to 60 inclusive. T-
statistics are given in parentheses. The risk measure I is equal to the simple mean of valid risk
measures of NIOSH industry risk, NIOSH occupational risk, BLS industry risk, and BLS
Occupational risk. The risk measure II is the simple mean of the same risk categories, but
adding zeros to the missing values.

Source: Authors’ calculations.
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Table 10B. Estimated Price of Risk for Female Workers
1995 CPS Outgoing Rotation Data, 1995 NIOSH Risk Data, and 1995 BLS Risk Data

A. Risk Measure I
Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -120 93.40 -60.70
(-1.97) (1.30) (-0.74)
B. Risk Measure II
Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -345 82.0 -38.60
(-4.06) (0.75) (-0.25)

Note: The dependent variable is the natural log of the worker’s real wage. For basic
regression, the independent variables include a quartic in the worker’s age, a vector of dummy
variables that control for the worker’s education, a vector of dummy variables indicating
whether the worker is Hispanic, Asian, African American, or other race, a dummy variable
indicating whether the workers are under union contract or not, and marital status. There are
53,819 observations in the women’s regression. Workers are aged 25 to 60 inclusive. T-
statistics are given in parentheses. The risk measure I is equal to the simple mean of valid risk
measures of NIOSH industry risk, NIOSH occupational risk, BLS industry risk and BLS
occupational risk. The risk measure II is the simple mean of the same risk categories, but
adding zeros to the missing values.

Source: Authors’ calculations.
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Table 10C. Estimated Price of Risk for Male Workers
1995 March CPS Data, 1995 NIOSH Risk Data, and 1995 BLS Risk Data

A. Risk Measure I
Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -120 73.0 191
(-2.40) (1.41 (2.73)
B. Risk Measure II
Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -174 24.70 197
(-3.32) (0.46) (2.66)

Note: The dependent variable is the natural log of the worker’s real wage. For basic
regression, the independent variables include a quartic in the worker’s age, a vector of
dummy variables that control for the worker’s education, a vector of dummy variables
indicating whether the worker is Hispanic, Asian, African American, or other race, a
dummy variable indicating whether the workers are under union contract or not, and
marital status. There are 25,621 observations in the men’s regression. Workers are
aged 25 to 60 inclusive. T-statistics are given in parentheses. The risk measure I is
equal to the simple mean of valid risk measures of NIOSH industry risk, NIOSH
occupational risk, BLS industry risk, and BLS occupational risk. The risk measure II
is the simple mean of the same risk categories, but adding zeros to the missing values.
Source: Authors’ calculations.
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Table 10D. Estimated Price of Risk for Female Workers
1995 March CPS Data, 1995 NIOSH Risk Data, and 1995 BLS Risk Data

A. Risk Measure I
Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 31.60 124 -56.10
(0.35) (1.36) (-0.51)
B. Risk Measure II
Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -129 91.80 37.30
(-1.07) (0.75) (0.21)

Note: The dependent variable is the natural log of the worker’s real wage. For basic
regression, the independent variables include a quartic in the worker’s age, a vector of
dummy variables that control for the worker’s education, a vector of dummy variables
indicating whether the worker is Hispanic, Asian, African American, or other race,
and a dummy variable indicating whether the workers are under union contract or not.
There are 24,758 observations in the women’s regression. Workers are aged 25 to 60
inclusive. T-statistics are given in parentheses. The risk measure I is equal to the
simple mean of valid risk measures of NIOSH industry risk, NIOSH occupational
risk, BLS industry risk, and BLS occupational risk. The risk measure II is the simple
mean of the same risk categories, but adding zeros to the missing values.

Source: Authors’ calculations.



Table 11A. “Post Hoc” Risk Indicator in a Multiple Regression for Male Workers
1995 CPS Outgoing Rotation Data, 1995 NIOSH Risk Data, and 1995 BLS Risk Data

Basic Regression yes yes yes
State no yes yes
Industry/Occupation no no yes
NIOSH Industry Risk/100,000 845 1118 172
(18.25) (23.13) (2.63)
NIOSH Occupational Risk/100,000 =723 -527 75.20
(-18.37) (-13.11) (1.37)
BLS Industry Risk/100,000 -231 -301 -297
(-6.25) (-8.20) (-7.92)
BLS Occupational Risk/100,000 59.60 29.90 62.40
(3.03) (1.54) (3.27)
Estimated “Risk” Effect/100,000 -7652 -5991 -237

Note: The dependent variable is the natural log of the worker’s real wage. For basic regression, the
independent variables include a quartic in the worker’s age, a vector of dummy variables that control
for the worker’s education, a vector of dummy variables indicating whether the worker is Hispanic,
Asian, African American, or other race, a dummy variable indicating whether the workers are under
union contract or not, and marital status. There are 215,365 observations in the men’s regression.
Workers are aged 25 to 60 inclusive. T-statistics are given in parentheses. The “post hoc” risk
indicator is extracted from the coefficients of the industry and occupational risk used simultaneously in
the multiple regression. The occupational risk coefficient is weighted by the ratio of the bivariate
covariance between the natural log of real wage and the occupational risk, to the covariance between
log of real wage and the industry risk. The units of the “post hoc” estimator are given in terms of
industry risk.

Source: Authors’ calculations.
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Table 11B. “Post Hoc” Risk Indicator in a Multiple Regression for Female Workers
1995 CPS Outgoing Rotation Data, 1995 NIOSH Risk Data, and 1995 BLS Risk Data

Basic Regression yes yes yes
State no yes yes
Industry/Occupation no no yes
NIOSH Industry Risk/100,000 489 600 7.28
(7.34) (9.00) (0.10)
NIOSH Occupational Risk/100,000 -548 -368 53.70
(-8.45) (-5.69) (0.70)
BLS Industry Risk/100,000 -526 -538 -498
(-7.09) (-7.38) (-6.05)
BLS Occupational Risk/100,000 102 72.70 244
(1.34) (0.97) (3.20)
Estimated “Risk” Effect/100,000 -2287 -1809 -575

Note: The dependent variable is the natural log of the worker’s real wage. For basic regression, the
independent variables include a quartic in the worker’s age, a vector of dummy variables that control
for the worker’s education, a vector of dummy variables indicating whether the worker is Hispanic,
Asian, African American, or other race, a dummy variable indicating whether the workers are under
union contract or not, and marital status. There are 182,453 observations in the women’s regression.
Workers are aged 25 to 60 inclusive. T-statistics are given in parentheses. The “post hoc” risk
indicator is extracted from the coefficients of the industry and occupational risk used simultaneously in
the multiple regression. The occupational risk coefficient is weighted by the ratio of the bivariate
covariance between the natural log of real wage and the occupational risk, to the covariance between
log of real wage and the industry risk. The units of the “post hoc” estimator are given in terms of
industry risk.

Source: Authors’ calculations.
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Table 11C. “Post Hoc” Risk Indicator in a Multiple Regression for Male Workers*
1995 CPS Outgoing Rotation Data, 1995 NIOSH Risk Data, and 1995 BLS Risk Data

Basic Regression yes yes yes
State no yes yes
Industry/Occupation no no yes
NIOSH Industry Risk/100,000 630 863 154
(18.84) (24.85) (3.59)
NIOSH Occupational Risk/100,000 -561 -350 105
(-17.62) (-10.66) (2.41)
BLS Industry Risk/100,000 -270 -322 -329
(-8.77) (-10.55) (-10.06)
BLS Occupational Risk/100,000 42.90 12.70 118
(2.45) (0.74) (6.92)
Estimated “Risk” Effect/100,000 -5192 -3810 -115

Note: *Adding zero value for missing risk categories. The dependent variable is the natural log of the
worker’s real wage. For basic regression, the independent variables include a quartic in the worker’s
age, a vector of dummy variables that control for the worker’s education, a vector of dummy variables
indicating whether the worker is Hispanic, Asian, African American, or other race, a dummy variable
indicating whether the worker is under union contract or not, and marital status. There are 353,950
observations in the men’s regression. Workers are aged 25 to 60 inclusive. T-statistics are given in
parentheses. The “post hoc” risk indicator is extracted from the coefficients of the industry and
occupational risk used simultaneously in the multiple regression. The occupational risk coefficient is
weighted by the ratio of the bivariate covariance between the natural log of real wage and the
occupational risk, to the covariance between log of real wage and the industry risk. The units of the
“post hoc” estimator are given in terms of industry risk.

Source: Authors; calculations.
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Table 11D. “Post Hoc” Risk Indicator in a Multiple Regression for Female Workers*
1995 CPS Outgoing Rotation Data, 1995 NIOSH Risk Data, and 1995 BLS Risk Data

Basic Regression yes yes yes
State no yes yes
Industry/Occupation no no yes
NIOSH Industry Risk/100,000 425 540 1.23
(10.66) (13.41) (0.03)
NIOSH Occupational Risk/100,000 -506 =247 37.40
(-10.11) (-5.45) (0.63)
BLS Industry Risk/100,000 -423 -428 -359
(-7.62) (-7.48) (-5.95)
BLS Occupational Risk/100,000 259 214 534
(4.08) (3.43) (8.44)
Estimated “Risk” Effect/100,000 -1287 -907 -134

Note: *Adding zero value for missing risk categories. The dependent variable is the natural log of the
worker’s real wage. For basic regression, the independent variables include a quartic in the worker’s
age, a vector of dummy variables that control for the worker’s education, a vector of dummy variables
indicating whether the worker is Hispanic, Asian, African American, or other race, a dummy variable
indicating whether the worker is under union contract or not, marital status. There are 337,530
observations in the women’s regression. Workers are aged 25 to 60 inclusive. T-statistics are given in
parentheses. The “post hoc” risk indicator is extracted from the coefficients of the industry and
occupational risk used simultaneously in the multiple regression. The occupational risk coefficient is
weighted by the ratio of the bivariate covariance between the natural log of real wage and the
occupational risk, to the covariance between log of real wage and the industry risk. The units of the
“post hoc” estimator are given in terms of industry risk.

Source: Authors’ calculations.
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Table 12. IV Estimation for Estimated Price of Risk

Panel 1: March CPS and NIOSH Risk: Males, 1985-1995
OLS Estimation OLS Estimation

IV Estimation

IV Estimation

99

Basic Controls yes yes yes yes
State yes yes yes yes
Industry/Occupation yes yes yes yes
Industry Occupation Industry Occupation
Risk/100000 107 20.34 101 285
(4.72) (1.72) (1.22) 4.71)
Instrument no no yes yes
Occupation Risk Industry
Risk
Panel 2: ORG and NIOSH Risk: Males, 1985-1995
OLS Estimation OLS Estimation IV Estimation IV Estimation
Basic Controls yes yes yes yes
State yes yes yes yes
Industry/Occupation yes yes yes yes
Industry Occupation Industry Occupation
Risk/100000 84.0 105 293 201
(7.75) (10.58) (10.50) (13.80)
Instrument no no yes yes
Occupation Risk Industry
Risk

Note: For all regressions, the dependent variable is the natural log of the worker’s real wage. For the basic
regression, the independent variables include a quartic in the worker’s age, a vector of dummy variables that
control for the worker’s education, a vector of dummy variables indicating whether the worker is Hispanic,
Asian, African American, or other race, a dummy variable indicating whether the worker is under a union
Workers are aged 25 to 60 inclusive.
parentheses. The Instrumental Variable (IV) estimation was performed using for the variable industry risk

contract or not, and marital status.

T-statistics are given in

the instrument occupation risk, and for the variable occupation risk the instrument industry risk.

Source: Authors’ calculations.
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Table 13. Correlation of NIOSH Job Risk Measures and Air Force Qualification Test (AFQT) Score, Illegal
Drug Use, and Education, NLSY Data

Panel A.NIOSH Industry / NIOSH Occupation and Other variables

Education AFQT Score (Age demeaned) Illegal drug use
Industry job risk -0.15 -0.10 0.09
Occupation job risk -0.26 -0.21 0.05
Panel B. Residual Correlations
Industry job risk 0.02 -0.01 0.06
Occupation job risk 0.01 -0.03 -0.00

Notes: Illegal drug use data are from 1984 and include heroine, cocaine, and marijuana/hashish. In 1984, respondents were aged
19 to 26 inclusive. AFQT-job risk and education-job risk correlations are from 1990 when respondents were aged 25 to 32
inclusive.

Source: Authors’ calculation.




Table 14A. Fix-Effect Estimated Price for Male Workers

1986 to 1993 NLS Data and NIOSH Risk Data

A. Industrial Risk

Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -47.00 -19.40 -110
(-0.41) (-0.17) (-0.65)
Mean Risk 6.18 6.18 6.18
B. Occupation Risk
Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 -78.90 -74.70 5.46
(-1.51) (-1.42) (-0.08)
Mean Risk 7.66 7.66 7.66
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Table 14B. Fix-Effect Estimated Price for Female Workers
1986 to 1993 NLS Data and NIOSH Risk Data

A. Industrial Risk

Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 266 288 83.20
(1.75) (1.87) (0.39)
Mean Risk 3.61 3.61 3.61

B. Occupation Risk

Basic Controls yes yes yes
State no yes yes
Industry/Occupation no no yes
Risk/100,000 123 116 74.70
(1.11) (1.05) (0.39)
Mean Risk 3.64 3.64 3.64

Note: For the basic regression, the independent variables include a quartic in the
worker’s age, education level, union, experience, tenure status, test scores,
race/ethnicity category, and marital status. Workers are aged 25 to 60. T-
statistics are given in parentheses. There are 20,338 observations in the male
regressions and 19,272 observations in the female regressions. There is a fixed-
effect for individual in each specification.

Source: Authors’ calculations.
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WILLINGNESS TO PAY FOR MORTALITY RISK REDUCTIONS:
THE ROBUSTNESS OF VSL FIGURES FROM CONTINGENT VALUATION STUDIES

By

Anna Alberini
Department of Agricultural and Resource Economics
University of Maryland
College Park, MD 20742

1. INTRODUCTION

Reductions in risk of death are arguably the most important benefit underlying many
health, safety, and environmental legislative mandates. For example, in two recent
analyses of the benefits of U.S. air quality legislation, The Benefits and Cost of the Clean
Air Act, 1970-1990 (US EPA, 1997) and The Benefits and Cost of the Clean Air Act,
1990-2010 (US EPA, 1999), over 80 percent of monetized benefits were attributed to
reductions in premature mortality.

In quantifying the benefits of policies that save lives, Viscusi (1993) recommends a range
of Values of a Statistical Life (VSLs) from $3 to 7 million (1990 dollars) based on a
review of labor market and other studies. The US Environmental Protection Agency
(USEPA) uses a VSL of $6.1 million (1999 $) in its base analyses.' This value was
derived by the Agency using values from 26 studies of mortality risk valuation. The
majority of these studies are compensating wage studies that use observed workplace
risk-income tradeoffs to infer the VSL. Only five of the twenty-six estimates are from
stated-preference studies that elicit directly willingness to pay for a specified risk
reduction (Gerking et al., 1988; Jones-Lee et al., 1985, Miller and Guria, 1991, Gegax et
al. 1985) or risk-risk and risk-dollar tradeoffs using a variant of conjoint questions
(Viscusi et al., 1991a).

These contingent valuation (CV) studies, however, are broader in scope than hedonic
wage studies, in that the risks they value are not limited to workplace risks. Moreover, in
principle the method of contingent valuation offers greater flexibility than other
approaches to measuring money-risk tradeoffs, suggesting that it is important to examine
the VSL figures produced by CV surveys.

Contingent valuation is a valuation technique that directly asks individuals to report
information on their willingness to pay for an improvement in environmental quality,
health or safety, or in the provision of a public good. This technique can and has been
applied to both public and private goods. A change in the risk of death experienced by an
individual, for example, is a public good if the risk reduction is delivered by a public

! Recently, the Agency has employed alternate estimates in several of its analyses: $3.7 million based
solely on the five stated preference estimates as well as a range of $1-$10 million based on meta-analytic
results focused on hedonic wage studies.



program, such as an environmental or transportation safety program, but a private good if
the risk reduction is delivered by an action or product (e.g., carbon monoxide detector)
privately purchased and used by an individual.

In conjoint choice surveys, respondents are asked to state which they prefer between two
commodities (or policy packages) described by a set of attributes. One of the attributes is
usually the price of the good, or the cost of providing a government program. Because
they are based on what individuals say they would do under specified, but hypothetical,
circumstances, both contingent valuation and conjoint choice are examples of stated-
preference methods for obtaining WTP for a commodity.

Contingent valuation has several advantages over other methods for measuring the value
that people place over reductions in mortality risks. For example, in CV surveys
respondents are generally told explicitly what the baseline risks and the risk reductions
are. This is in sharp contrast with most compensating wage and other consumer studies,
where it is assumed that individuals’ perceived risks are equal to their objective risks.
Moreover, the survey sample can be created to include persons of all ages, environmental
exposures, and health status, whereas in labor market studies the population being studied
is typically working males in their prime.

In contingent valuation surveys, changes in small probabilities have proven to be a very
difficult commodity to value. Probabilities and risks must be explained to the respondents
in the first place. Respondents may find it difficult to grasp that many risks can be
avoided or reduced, but at a cost. Moreover, the risk changes to be valued are usually
very small, and may be dismissed as meaningless by the respondents. It is, therefore, not
surprising that many some CV surveys about reductions in mortality risks result in
numerous zero WTP responses, and that the WTP amount announced by respondents
sometimes fail to increase with the size of the risk reduction as predicted by economic
theory (Hammitt and Graham, 1999).

Statistical modeling of the WTP responses is further complicated by the fact that the
underlying distribution of WTP has long and hard-to-nail-down tails, and that
respondents with positive WTP must be distinguished from those respondents who hold
no value at all for the risk reduction. This raises concerns about the robustness of these
studies’ estimates of mean and median WTP, and of the estimated relationships between
WTP and individual characteristics such as income, age, education, and health status of
the respondent. These relationships are used to test the internal validity of the WTP
responses, and can potentially be used for benefit transfer purposes.

The purpose of this research is three-fold. The original goal of the research was to obtain
the original survey data on which the five stated-preference estimates of VSL are based
and re-analyze them to check the data quality and examine the robustness of the
econometric estimates of VSL with respect to a variety of criteria (described below). The
purpose of these analyses was to find out if alternative analyses and statistical models of
the WTP data would have resulted in largely different estimates of WTP/VSL.



Second, we searched the recent literature on mortality risk valuation using stated-
preference studies, examining carefully the survey materials and questionnaires, the risk
reduction scenarios presented to the respondents, the wording and the nature of the
payment questions, and the sample of respondents, seeking to draw lessons that could be
used in interpreting results and estimates of VSL and in guiding future stated-preference
studies about value of mortality risk reductions. Summaries of these studies are offered in
Appendix A to this report. The questionnaires and our comments on their structure and
quality are offered in Appendices B and C, respectively.

Third, for some of these papers or articles—those where the program delivering the risk
reduction, the population surveyed, and the quality of the study itself suggest that results
would be interesting and could be applicable to environmental policy—we obtained the
original datasets from the authors and econometrically re-analyzed the WTP responses to
assess the robustness of the estimates of WTP/VSL. Results are reported throughout this
report.

It should be emphasized that the analyses conducted here are not meta-analyses of the
VSL figures produced by stated preference studies. The purpose of this research is to
examine the studies one by one, and not to uncover the across-study relationship between
WTP and characteristics of the study design, the populations being surveyed, and the risk
reductions being valued.

Briefly, we find that:

= Estimating mean WTP using the data from one-shot dichotomous choice
questions can be problematic. Depending on the distribution assumed for WTP, mean
WTP was either negative, or positive but implausibly large.

=  When the analysis was conditional on covariates, we found that the relationship
between WTP and one important covariate—the age of the respondent—was not robust
to the procedure used for computing mean WTP.

=  We recommend using dichotomous-choice CV questions with follow-up, even
though the latter are not incentive compatible, to refine information about WTP and nail
down the tails of the distribution of WTP.

= Median WTP is a robust and conservative welfare estimate.

= Debriefing questions should be included to uncover respondent failure to
comprehend various aspects of the risk reduction scenario, yea-saying, nay-saying and
completely random responses.

= In one of the studies we examined, we found that those respondents who reported
a relatively high WTP for their income were probably persons who misunderstood the
timing of the payments. Very high WTP relative to a person’s income could also be due
to income mismeasurement or failure to give the budget constraint proper consideration.



=  When respondents are asked to estimate their own subjective risks and/or risk
reductions, it is important to check whether WTP and subjective risks are endogenous. In
one of the two examples presented in this report, we found that accounting for
endogeneity of risks and WTP improved the sensitivity of WTP to the size of the risk
reduction, which is an important internal validity criterion.

= We recommend that researchers express risk reductions in both absolute and
relative terms. For example, they may say that the risk reduction is “5 in 10000. This
represents a 30% reduction in your risk of dying.”

=  We endorse the practice of showing the respondents one’s risk of death for a
specific cause (e.g., traffic accidents) in the context of the risk of dying for all causes, and
for other specific causes.

= Comparison of the visual aids used in various studies suggests that it is best to
keep the visual depiction of risk as simple as possible.

The remainder of this report is organized as follows. Chapter 2 describes possible criteria
to assess the econometric robustness of the estimates of WTP and VSL. Chapter 3
describes the studies that were identified for this work and the availability of data and
questionnaires. Chapter 4 describes the studies for which we were able to obtain the
original datasets.

The second part of the report is more empirical. Chapter 5 examines the importance of
the assumptions about the distribution of WTP and of the formulae used to compute mean
WTP in the context of (single-bounded) dichotomous-choice data. It also compares
alternate welfare statistics, such as mean and median WTP. These issues are also
examined in the context of analyses conditional on covariates, such as age.

Chapter 6 discusses outliers, and Chapter 7 possible sources of “contamination” of the
responses, such as yea-saying, nay-saying, and completely random responses, presents
mixture models. Attempts to estimate mixture models using maximum likelihood
methods are presented for situations when the researcher suspects that such response
patterns may exist, but does not have information from other survey responses that can be
used to identify which respondents engage in such response behaviors. Chapter 8 focuses
on alternative interpretations of the WTP responses, including zero responses and
continuous versus interval data.

Chapter 9 focuses on the possible endogeneity of (subjective) risk and WTP, and explores
how treating these variables as endogenous can affect scope tests and the issue of whether
absolute or relative risk reductions drive WTP. Chapter 11 discusses sample selection
issues, and chapter 12 discusses the main lessons learned from examining the
questionnaires that were made available to us. Conclusions and recommendations are
presented in Chapter 13.



Appendix A contains summaries of selected papers. Appendix B contains the
questionnaire used in selected papers. Appendix C provides summaries and comments on
the questionnaires. Appendix D contains research reports by the authors of the three of
the four original studies.



2. POSSIBLE ROBUSTNESS CRITERIA
A. Data Quality Checks

The results from stated preference surveys are only as good as the data from which they
are generated. There are several basic checks that help ensure data quality, including, for
example, regressions that test internal validity of the WTP responses. We examine
responses from several contingent valuation surveys eliciting WTP for mortality risk
reduction to see if they satisfy basic requirements suggested by economic theory.

When the CV survey is conducted using the dichotomous-choice format,” for example,
the percentage of “yes” responses to the payment question should decline with the bid
amount. Figure 2.1 reports the percentage of “yes” responses to the payment question
observed in a survey of US residents, where two independent subsamples of respondents
were asked to report information about their WTP for risk reductions of different size.
The figure shows that the percentage of “yes” responses declines regularly with the bid
amount, ranging from 73% at the lowest bid amount ($70) to 35% at the highest bid
amount ($725) for a risk reduction of 5 in 1000.

It is also important to check that the bid amounts assigned to the respondents in the
survey cover a reasonable portion of the range of possible WTP values. For example,
Alberini (1995a, 1995b) shows that when the distribution of WTP is assumed to be
symmetric and the statistic of interest is mean/median WTP, placing the bids on one side
of the median and/or too far away from the center of the distribution may result in a
significant loss of efficiency of the estimates of mean/median WTP. Cooper (1993)
emphasizes the importance of covering the entire range of possible WTP values.’

In much recent empirical work, WTP is assumed to follow an asymmetric distribution,
such as the log normal or the Weibull. Failure to present respondents with bid amounts
nicely spread over the possible range of WTP values, however, can seriously impair the
researcher’s ability to obtain stable estimates of the parameters of the distribution.

? In a dichotomous-choice contingent valuation survey, respondents are asked to state
whether or not they would purchase the good to be valued, or vote in favor or against a
proposed government program, if the cost to their household was $X. If the respondent is
in favor of the program, or says he would buy the good, then his WTP exceeds $X. If the
respondent declines to buy the good, or votes against the program, then WTP must be
less than the dollar amount X. The dollar amount, $X, is generally termed the bid value,
and is varied across respondents. Binary response econometric models are then fit to the
responses to this payment question, and estimates of mean or median WTP are usually
obtained exploiting the properties of the distribution WTP is assumed to follow (see, for
example, Cameron and James, 1987).

3 Care should be taken, however, to avoid bid values that are implausibly small or large.
The responses to the WTP questions for such amounts might reflect the loss of credibility
of the scenario, rather than the true respondents’ preferences.



Figure 2.1 Percent of “yes” responses by bid value: US Study (Alberini et al,
forthcoming).

Percent Willing to Pay by Bid Amount

Percentage "Yes"
Responses

Bid Amount (US $) 725

In much recent empirical work, WTP is assumed to follow an asymmetric distribution,
such as the log normal or the Weibull. Failure to present respondents with bid amounts
nicely spread over the possible range of WTP values, however, can seriously impair the
researcher’s ability to obtain stable estimates of the parameters of the distribution.

B. Choice of distribution for WTP.

In their report of contingent valuation surveys eliciting non-use values for Prince William
Sound in Alaska, Carson et al. (1995) show that the estimates of both mean and median
WTP from dichotomous choice CV survey data can be very sensitive to the distributional
assumption about WTP. This suggests that alternative distributional assumptions should
be explored for the data from existing CV surveys. In particular, we wish to see what
happens when we move away from logit or probit models of the responses to

* Care should be taken, however, to avoid bid values that are implausibly small or large.
The responses to the WTP questions for such amounts might reflect the loss of credibility
of the scenario, rather than the true respondents’ preferences.



dichotomous choice payment questions used by many researchers, as these models imply
that WTP is allowed to be negative.

We also wish to investigate the effect of using alternate procedures for computing mean
WTP, holding the distribution of latent WTP the same. We extend this research question
to the situation when the researcher is interested in estimating mean (median) WTP
conditional on certain covariates of interest.

To elaborate on this latter point, willingness to pay for a mortality risk reduction is
usually regressed on individual characteristics, including income, education, age and
gender to test internal validity of the WTP responses. In addition to checking whether the
results of the study are credible, these regressions also seek to answer questions related to
the use of the VSL figures in policy analyses.

For example, there has been much recent interest in whether WTP for a risk reduction,
and hence the VSL, is lower for elderly persons, reflecting their fewer remaining life
years. Because economic theory does not offer unambiguous predictions about the
relationship between VSL and age, the answer to this question is an empirical issue, and
it is important to see if conclusions about the shape of the relationship between age and
WTP depend on the procedure used for computing mean/median WTP.

C. Outliers

Collett (1991) defines as outliers “observations that are surprisingly far away from the
remaining observations in the sample,” and points out that such values may occur as a
result of measurement errors, execution errors (i.e., use of faulty experimental
procedure), or be legitimate, if extreme, manifestations of natural variability.

Outliers with Respect to the Dependent Variable. Lanoie et al. (1995) explicitly consider
respondents whose WTP amounts are disproportionately large relative to the rest of the
sample. They identify three influential observations in their sample of workers of the
Montreal area. When these observations are removed from the sample, the VSL estimated
from the CV component of their study drops from $22-27 million to $15 million (1995
Can. Dollars).

Textbook presentations of the outlier problem sometimes recommend plotting the
dependent variable of the regression against a regressor of interest to identify outliers
through visual inspection, but it is clear that the responses to dichotomous-choice WTP
questions do not easily lend themselves to such a treatment. In dichotomous-choice CV
studies, WTP is not directly observed, suggesting that the formal definition of an outlier
might be modified to denote an observation such that a “yes” response to the payment
question predicted by the model was observed when the predicted probability of “yes” is
very low, or a “no” response was observed when the probability of a “no” is very low
(Copas, 1988).
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Outliers in the Independent Variables. We also wish to examine the robustness of the
estimates of WTP and VSL with respect to the presence of individuals who report (i) high
values for certain independent variables, (ii) or high WTP amounts relative to the level of
certain independent variables.

An example of (i) may occur when individuals are asked to estimate their own subjective
risk and risk reductions. It is important to check whether WTP is sensitive to respondents
with large self-assessed baseline risks or risk reductions, as these may signal failure to
comprehend probabilities.

An example of (ii) is given by respondents whose announced WTP amounts are large
relative to their income. Our interest in this question is motivated by the fact that in many
CV surveys about environmental quality, researchers expect WTP to be a relatively small
fraction of the respondent’s income. This expectation has led them, in some cases, to
exclude from the usable sample those respondents whose WTP is greater than, say, 5% of
income.

When dealing with reductions in mortality risks there is no particular reason to believe
that WTP should be a small fraction of income, but researchers sometimes do limit their
regression analyses to those persons whose WTP for a mortality risk reduction is a
relatively small proportion of household income. For example, in Persson et al. (2001)
attention is restricted to those respondents whose WTP for a risk reduction in the coming
year is less than 5% of annual household income.

Large WTP amounts relative to income may affect the income elasticity of WTP, which
is important for benefit transfer purposes and when one wishes to predict WTP for the
population. Moreover, large WTP amounts relative to one’s income may signal a
problematic WTP response. For example, the respondent may have failed to consider his
or her income constraint. To identify outliers and assess their impact on the estimates of
mean and median WTP, one might, therefore, consider excluding from the sample
respondents whose implied WTP values exceed specified fractions of their income (e.g.,
5%, 10% or 25% percent) and examining how the estimates of mean and median WTP,
and income elasticity of WTP, change.

Outliers, continues Collett (1991), sometimes arise in the presence of mixtures of
populations. We discuss mixtures of populations in the next section.

D. Discrete Mixtures.

Analyses of dichotomous-choice CV data rely on the assumption that respondents answer
“yes” to a dichotomous choice payment question if their WTP amount is greater than the
bid, and “no” when their WTP amount is less than the bid. It seems possible, however,
that in some cases the sample might be “contaminated” with responses that do not abide
by the economic paradigm.



11

b 1Y

Examples of such contaminating responses include “yea-saying,” “nay-saying,” and
completely random responses. Yea-saying implies that the respondent answers “yes” with
probability 1, regardless of the bid amount. By contrast, nay-saying implies that the
respondent answers ‘“no” with probability 1, regardless of the bid amount. When the
responses are completely random, the respondent answers “yes” with probability 0.5, and
“no” with probability 0.5, regardless of the bid value. This behavior is equivalent to
letting the response to the payment question depend on the outcome of a coin flip.

Yea-saying behavior is possible, for example, when the respondent wishes to please the
interviewer, or hopes that by answering affirmatively to the payment question the survey
will be terminated soon. Nay-saying behavior, on the other hand, might be observed
when the scenario is couched in terms of a public program, and the respondent dislikes
certain aspects of government programs, even though, privately, he might attach a
positive value to the good or environmental quality improvement provided by the
program. It is also possible that respondents exhibit nay-saying behaviors when they are
opposed to new taxes, and/or when they fear they are committing to something that they
do not fully understand.

Finally, completely random responses might be due to complete confusion about the
scenario, failure to understand the commodity being valued, no interest in the survey,
and/or poorly written questions or survey materials. Completely random responses might
also result from a data entry error, in which case, however, the problem arises for reasons
other than the respondent’s behavior.

Because CV surveys eliciting WTP for mortality risk reduction must present respondents
with probabilities, which are difficult for many people to process, and with scenarios that
are sometimes difficult to grasp, there would seem to be room for these undesirable
response effects in these studies. While it is possible, in some cases, to identify yea-
sayers, nay-sayers and completely random responses by making judicious use of
debriefing questions and interviewer observations, in other studies that use dichotomous
choice payment questions it is not easy or possible to say whether the response to the
payment question is legitimate or is due to one of these contaminating behaviors.

From the statistical point of view, when there is no data “separation” the presence of
contaminating responses can be addressed by specifying a (discrete) mixture of
distributions.” In this report, for the sake of simplicity it is assumed that the observed
sample responses come from a mixture with two components. Let the first component of
the mixture be a well-behaved distribution of WTP with cdf F(s), while the second
component of the mixture is yea-saying behavior. Let o be the probability of yea-saying
behavior, while (1-a) is the probability of announced responses that are consistent with
true WTP amounts. When a “yes” response is observed, then the contribution to the
likelihood is

> Known data separation is said to occur when the researcher knows exactly which of the
two population the respondent belongs to.
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2.1) Pr(yes,) =(1—)-Pr(WTIP > B)+a-1=(1-a)-(1- F(B,;0)) +

where B is the bid amount, while the contribution to the likelihood by an observed “no”
response is:

(2.2) Pr(no,) = (1-)-Pr(WTP < B)) = (1-a)- F(B,;0) .

Equations (2.1) and (2.2) are, therefore, different from the typical contributions to the
likelihood in statistical models of dichotomous choice responses, the difference arising
from having to account for the fact that an observed “yes” has a probability (1-o) of
being a genuine “yes” and o of being the result of yea-saying behavior.

When yea-saying exists and is not adequately accounted for, the estimated survival curve
of WTP (i.e., 1 minus the cdf of WTP, which traces out the percentage of respondents
willing to pay any given bid amount) lies above the true survival curve (see Figure 2.2).
This will lead to overestimating both mean and median WTP.

Similarly, if the second of the two discrete components of the mixture was “nay-saying,”
the appropriate contributions to the likelihood would be:

(2.3) Pr(yes )=(1-a)-Pr(WIP >B)=(1-a)-(1- F(B;0)),
and
(2.4) Pr(no)=(1-a)-Prt(WIP <B)+a-1=(1-a)-F(B;0)+c.

The estimated survival function of WTP will, therefore, lie below the true curve, which
will result in underestimating mean and median WTP.

Finally, in the presence of completely random responses, the contributions to the
likelihood are:

(2.5) Pr(yes,) =(1—)-Pr(WTP > B)+a-0.5=(1—-a)-(1- F(B;0)) + 0.5
(2.6) Pr(no,) =(1—a)-Pr(WTP <B)+a-0.5=(1-a) F(B;6)+0.5¢.

The estimated survival curve will be below the true curve for bid amounts lower than the
median, will cross the true curve at the median (since the probability of a “yes” is 0.5 for
both legitimate responses and random responses) and will be above it for bid amounts
greater than median WTP (see Figure 2.3).

The mixing probability oo must be estimated by the method of maximum likelihood. It is
also possible to make o a function of covariates, such as gender, age, education and
attitudinal variables. As . is a probability, it is useful to specify a logit or probit link for
oo, =D(x,y).
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E. Alternative interpretations of the responses to the WTP questions

In the Gerking et al. study, respondents were asked to circle the amount on a payment
card that best matched their willingness to pay. The WTP responses were treated as if
they were on a continuous scale, although the correct interpretation is that an individual’s
WTP falls between the amount he or she picked on the payment card and the next highest
amount (Cameron and Huppert, 1988). Re-specifying and re-estimating the likelihood
function accordingly could result in different estimates of mean WTP, and in different
regression coefficients. Presumably, the differences should depend on how broad the
intervals around true WTP are, which in turn depends on how far apart the dollar amounts
on the payment card are spaced, and on the underlying distribution of WTP (Cameron,
1987).

Another response interpretation issue examined in this report is the fact that, especially
when the mortality risk reductions being valued are very small, many people state that
they are not willing to pay anything at all to obtain the risk reduction. To our knowledge,
the literature has handled this problem in three possible ways. The first is a tobit model,
which has been used in some studies employing open-ended questions to elicit WTP
(Gerking et al., 1988).

Second, the tobit model has also been adapted to the dichotomous choice context, in
which case it has been sometimes referred to as the “spike” model (Kristrom, 1997;
Krupnick et al., 2002). Finally, in studies employing dichotomous choice questions with
follow-ups, researchers have ignored respondents’ final announcements that they were
not willing to pay anything at all, and have simply assumed that these persons’ WTP
amounts lie between 0 and the lowest bid amount stated to the respondent in the follow-
up payment question (Alberini et al., forthcoming). It is important to find out how these
alternative approaches affect the final estimates of mean and median WTP.

F. Endogenous Regressors

Contingent valuation studies eliciting WTP for mortality risk reductions have sometimes
asked respondents to evaluate their own baseline mortality risks (Gerking et al., 1988;
Persson et al., 2001) and/or the risk reductions attainable if certain measures are taken or
policies are passed (Johannesson et al., 1991).° WTP is then regressed on baseline risk
and/or the risk reduction.

% In the Gerking et al. study, for example, respondents were asked to place their own
occupation on a risk ladder, and to subsequently report their WTP (WTA) for reducing
(increasing) risk by one notch. In the Persson et al. survey, respondents were first asked
to subjectively estimate their own risk of dying in a road-traffic accident, after being told
what the risk was for a 50-year-old person. They were then asked to report their WTP for
a reduction of 10, 30, 50 or 99 percent in the risk of dying in a road-traffic accident.
Finally, Johannesson et al. (1991) contacted patients at a health care center in Sweden,
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In studies conducted in this fashion, one expects WTP to increase with the size of the
absolute risk reduction, and, ideally, to be strictly proportional to the size of the risk
change (Hammitt and Graham, 1999). Before one sets out to test hypotheses about the
coefficient of the risk reduction, however, it is important to establish if WTP and self-
assessed risks (or risk reductions) are econometrically endogenous with one another. This
happens, for example, when these variables share common unobservable individual
characteristics.

Coefficient estimates based on OLS or maximum likelihood estimation that treat risk as
exogenous will be biased, resulting in incorrect inference about the relationship between
WTP and risk, and in biased estimates of the VSL. To address this problem, it is
necessary to specify an additional equation relating respondent-assessed baseline risks to
respondent characteristics and other exogenous factors that serve as instruments, and to
estimate two systems of simultaneous equations, one for self-assessed risks (or risk
reductions) and one for WTP.

G. Sample Selection Bias.

If the propensity to participate in a mortality risk survey depends on unobservable
individual characteristics that also influence WTP for risk reductions, then the estimates
of WTP may be affected by sample selection bias. To correct for it, it is necessary to
specify and estimate two econometric equations. The first is a probit equation that
predicts the probability of participating in the survey as a function of individual
characteristics. Let P* denote propensity to participate, a continuous but latent variable:

2.7) P =zy+n,
with z a vector of individual characteristics, ¥ a vector of coefficients, and 1 a normally
distributed error term with mean zero and variance equal to one. Let P be a binary

indicator that takes on a value of 1, denoting participation in the survey, if P* is greater
than zero, and zero otherwise.

The second equation explains WTP as a function of a vector of individual characteristics

x and experimental treatments exogenously assigned to the respondent (e.g., the size of
the risk reduction to be valued):

(2.8) WTP =x,B+¢,,

where 1 and € are correlated, their covariance being equal to o. Because WTP is
observed only for those persons who participated in the survey, one estimates

asking them to assess their subjective risks of death due to hypertension and their
subjective risk reduction associated with a medical intervention.
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(2.9) WTP| P >O=xiﬁ+am+error.
O(z,7)

In practice, this system of equations can be estimated in two stages. The first stage is a
probit predicting the probability of participating in the survey. The estimated coefficients
are used to build the Mills’ ratio term ¢(z,7)/P(z,7) to be included in the WTP

equation. This is a limited-information maximum likelihood estimation (LIML)
approach.

Once the two-stage estimation procedure is completed, mean WTP is estimated
(assuming normally distributed WTP) as )_CB. Notice that the estimate of 8 is biased
unless one explicitly includes the correction term ¢(z,7)/ ®(z,7) in the WTP equation. It

should also be noted that correct implementation of the two-stage estimation procedure
requires that the standard errors in the second stage be corrected using the formulae
provided in Murphy and Topel (1985). (Alternatively, the system of equations can be
estimated by full-information maximum likelihood.)

It is clear that to estimate the probit model of participation information about the survey
participants is necessary, as well as information about those persons who were sent
questionnaires or otherwise solicited to participate in the survey, but declined to. With
mail surveys, Cameron et al. (1999) suggest saving the addresses and zipcodes of all
individuals who were sent questionnaires and imputing to those persons who do not
return the completed questionnaire the characteristics (such as median income,
percentage of college-educated adults, percent of home ownership, etc.) from the Census
of the residents of his or her zipcode. This procedure assumes that an individual is much
like his or her [avoid he or she; his or her...pick one and go with it] neighbors. With
phone surveys, it might be possible to ask some questions of the person who answers the
telephone, and to obtain some information about him or her, even if he or she elects not
to continue the survey.
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Figure 2.2. Effect of yea-saying.
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Figure 2.3. Effect of Completely Random Responses.
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3. DATASETS REQUESTED AND REQUEST STATUS

One of the goals of this research project was to examine the robustness of the VSL
estimates from CV studies used by the US EPA in its policy analyses. The five
estimates—corresponding to four studies—are listed in table 3.1, which also presents a
succinct description of these studies and their VSL figures.

Table 3.1. Original Studies: Description, VSL figures, and Data Availabilit

Gerking, Shelby et al. (1988), “The
Marginal Value of Job Safety: A Contingent
Valuation Study,” Journal of Risk and
Uncertainty, 1(2), 185-200

Mail survey (national sample) asking
respondents to report wages, occupation,
other respondent characteristics.
Respondents are asked to identify their job
on a risk ladder, then to report WTP (WTA)
for a reduction (increase) by one step on the
ladder.

VSL = $2.66 million (based on WTP)

VSL used by EPA: $4.1 million (1997 $)*

Data and questionnaire available.

Gegax, Douglas, Shelby Gerking and
William Schulze (1985), Valuing Safety:
Two Approaches, in Experimental Methods
for Assessing Environmental Benefits,
Volume IV. Report prepared for the U.S.
EPA, Office of Policy Analysis under
Assistance Agreement #CR811077-01.

Same survey as above. The questionnaire
includes questions about income, type of
occupation and industry, perceived risks of
various injuries and deaths in the workplace,
experience, etc. The responses to these
questions are used to estimate a
compensating wage equation.

VSL = $2.136 million (based on WTP)
VSL used by EPA: $4.0 million (1997 $)*

Data and questionnaire available.

Miller, T. and J. Guria (1991), The Value of
A Statistical Life in New Zealand,
Wellington, New Zealand: Land Transport
Division, New Zealand Ministry of
Transport.

In-person survey (national sample) asking
respondents a mix of contingent valuation,
contingent behavior, and other choice
questions (which city they would live in).

VSL =NZ §$1.893 (average of all questions)
VSL used by EPA: $1.5 million (1997 $)*

Data and questionnaire not available.

Viscusi, W. Kip, Wesley A. Magat and Joel
Huber (1991a), Issues in Valuing Health
Risks: Applications of Conjoint Valuation

Uses risk-risk and risk-money tradeoffs to
infer the value attached to three diseases
potentially associated with environmental
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and Conjoint Measurement to Nerve €xposures:

Disease and Lymphoma, Draft report to - peripheral neuropathy [a nerve
EPA, Office of Policy, Planning and Disease]; 2 VSL = $1.6 million.
Evaluation, under Assistance Agreement - curable lymphoma (chance of dying
CR# 10%) = VSL = $2.5 million
815455-01-1 and 814388-02. - terminal lymphoma (chance of

dying 100%) = VSL = $4.0 million
VSL used by EPA: $3.3 million (1997 $)*

Data no longer exist; questionnaire not

available.
Jones-Lee, Michael W. (1989), The National sample, mix of choice and CV
Economics of Safety and Physical Risk, questions.

Oxford, Great Britain: Basil Blackwell.
VSL used by EPA: $4.6 million (1997 $)*

Questionnaire not available. Declined to
obtain the data.

* As reported in US Environmental Protection Agency (2000), Guidelines for Preparing
Economic Analyses, Office of the Administrator, EPA Report 240-R-00-003,
Washington, DC, September.

We approached the authors of three of the four original stated-preference studies to
supply the data collected through their surveys. Only Dr. Gerking was able to provide the
dataset used for his report to the US EPA (Gegax et al. 1985) and for his 1988 article;
data for a number of the remaining studies were not available: Drs. Viscusi and Huber no
longer have the data supporting their 1991 study. Ted Miller also said that he did not
have the data from his 1991 study co-authored with Guria. Regarding the last stated-
preference study, the one by Dr. Jones-Lee, we declined to obtain and work with these
data, due to data quality concerns.

As the data for the older studies were lacking, we selected a number of recent articles
estimating the VSL using contingent valuation surveys, and requested the authors to
share their data, questionnaires, reports and programs, and any other useful supporting
materials for this exercise.

The studies that we identified as potentially interesting were as follows:

(1) Johannesson et al. (1991): This study focuses on persons with high blood
pressure. These persons may be more susceptible to the effects of certain
pollution exposures, such as particulate matter in the air and heavy metals;

(11) Lanoie et al. (1995): The authors’ goals were similar to those of the
Gerking et al. study, in that they wished to compare wage-risk tradeoffs in
the workplace with stated WTP for a risk reduction. The risks presented to
the respondents were of the correct magnitude;
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(ii1))  Johannesson et al. (1997):This study focuses on the relationship between
age and VSL;

(iv)  Johannesson and Johansson (1996): This study focuses on lifetime
extensions to be experienced in the future, rather than risk reductions;

V) Persson et al. (2001): This study was carefully conducted study in the
context of road transportation safety, and

(vi)  Corso et al. (2001): This paper explores whether failure of WTP to
increase and/or be proportional with the size of the risk reduction is due to
poor understanding of probabilities on the part of the respondents, and if
this can be addressed with appropriate visual aids.

(vii)  In addition, the data from surveys in Canada and the US based on similar
survey instruments (Krupnick et al., 2002, and Alberini et al.,
forthcoming) are available to us. The latter two studies examine the
relationship between VSL and age and health status, and elicit WTP for
future risk reduction, seeking to estimate the implicit discount rate(s) of
the respondents (Alberini et al., 2004).

Table 3.2 summarizes these more recent studies, along with the status of the data and
questionnaires. In terms of the approach for eliciting WTP, and hence the econometric
models, these studies include both one-shot dichotomous choice WTP questions
(Johannesson et al., 1996, 1997), dichotomous choice questions with follow-ups
(Krupnick et al., and Alberini et al.), and the open-ended format (Lanoie et al., Persson et
al.). The mode of administration included mail surveys (Persson et al.), telephone surveys
(Johannesson et al., 1996, 1997), combination telephone-mail-telephone (Corso et al.), in-
person interviewing (Lanoie et al.) and self-administered computer questionnaires
(Krupnick et al., Alberini et al.).

One caveat is in order. None of these studies explicitly refers to the environmental
exposure context. However, Desaigues et al. (2003), in discussing an application of the
Krupnick et al. questionnaire in France, argue that perhaps this is the only recent
mortality risk CV study that can be applied in a straightforward fashion to the context of
air pollution. We also wish to emphasize that in all of the studies listed in table 3.2, the
risk reduction to be valued by the respondent is of a private nature, and is delivered by a
hypothetical medical intervention or product, or (in the case of road transportation risks)
by an unspecified safety device (Persson et al.) or by side-impact airbags (Corso et al.).
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Table 3.2. Recent Mortality WTP Studies and Data Availability.

Authors and article

Availability of Data and Questionnaire

Johannesson, Magnus, Bengt Jonsson, and
Lars Borquist (1991), “Willingness to Pay
for Antihypertensive Therapy—Results for
a Swedish Pilot Study,” Journal of Health
Economics, 10,461-474.

Data no longer exist.

Lanoie, Paul, Carmen Pedro and Robert
Latour (1995), “The Value of a Statistical
Life: A Comparison of Two Approaches,”
Journal of Risk and Uncertainty, 10. 235-
257.

Questionnaire available; data no linger
exist.

Johannesson, Magnus and Per-Olov
Johansson (1996), “To Be, or Not to Be,
That is the Question: An Empirical Study
of the WTP for an Increased Life
Expectancy at an Advanced Age,” Journal
of Risk and Uncertainty, 13, 163-174.

Data are available. Data received:
ADVAGEFILE.SAV  (SPSS  dataset),
converted into ADVAGE.SD2 (SAS
dataset). Basic analyses in ADVAGE
DATAPREP.SAS.

Questionnaire available (in Swedish and
English translation).

Johannesson, Magnus, Per-Olov
Johansson, and Karl-Gustav Lofgren
(1997), “On the Value of Changes in Life
Expectancy: Blips versus Parametric
Changes,” Journal of Risk and Uncertainty,
15,221-239.

Data are available. Data received:
VSLFILE.SAV (SPSS dataset), converted
into VSLFILE.SD2 (SAS dataset). Basic
analyses in VSLFILE DATAPREP.SAS.
Questionnaire available (in Swedish and
English Translation).

Persson, Ulf, Anna Norinder, Krister Hjalte
and Katarina Gralen (2001), “The Value of
a Statistical Life in Transport: Findings
from a New Contingent Valuation Study in
Sweden,” Journal of Risk and Uncertainty,
23(2), 121-134.

Data are available. Data received:
ENKELTOTALLA.SAV (SPSS dataset),
converted to SAS
(ENKELTOTALLA.SAS7BDAT).

SAS program for data analysis is
DATAPREP2.SAS.

Questionnaire available (in Swedish and
English translation).

Corso, Phaedra S., James K. Hammitt, and
John D. Graham (2001), “Valuing
Mortality-Risk Reduction: Using Visual
Aids to Improve the Validity of Contingent
Valuation,”  Journal of Risk and
Uncertainty, 23(2), 165-184

Questionnaire  available. First author
declined to supply the data because she has
not completed the analysis.

Krupnick, Alan, Anna Alberini, Maureen
Cropper, Nathalie Simon, Bernie O’Brien,
Ron Goeree, and Martin Heintzelman
(2002), “Age, Health, and the Willingness
to Pay for Mortality Risk Reductions: A
Contingent Valuation Survey of Ontario

Data available. Self-administered computer
questionnaire available upon request.
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Residents,”  Journal and

Uncertainty, 24, 161-186.

of Risk

Alberini, Anna, Maureen L. Cropper, Alan
Krupnick, and Nathalie Simon
(forthcoming), “Does the Value of a
Statistical Life Vary with Age and Health
Status? Evidence from the U.S. and
Canada,” Journal